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 الملخص

طريقة ما قبل التوزيع الرئيسية باستخدام خوارزمية تحليل المصفوفة المثلثية السفلى و العليا على شكل مجموعات الربضي، أريج رسمي. 

                    .٢١٠8 ،جامعه اليرموك ،الحاسوبقسم علوم  رساله،، ماجستير في علوم الحاسوب. في شبكة الاستشعار اللاسلكية

 .). نجيب الكوفحيأ.د :)المشرف

 

. بيئات العمل لهذه المتعددة على شبكة الاستشعار اللاسلكي بسبب مزاياهاالوقت الحاضر  في الحديثة والمهمة العديد من التطبيقاتتعتمد 

نظرًا للتوزيع العشوائي  و يتم توزيع أجهزة الاستشعار بشكل عشوائي على هذه المناطقالشبكات عادة ما تكون تابعة للمناطق المعادية لذلك 

التي قد تقع في نطاق اتصالها. لذلك، تحتاج و أجهزة الاستشعار الأخرى التعرف علىلعقد جهاز الاستشعار، فأنه لا يمكن لأي من هذه الأجهزة 

إنشاء اتصال آمن مع بعضها  يتم من خلالهاعلى اليه لإنشاء مفاتيح مشتركة  بين أجهزة الأستشعار أجهزة الاستشعار هذه إلى مخطط للاتفاق

. يقترح هذا البحث مخططًا جديداً للاتفاق وحدة التحكم الرئيسية البعض من أجل حماية المعلومات المرسلة فيما بينها والتي يتم نقلها أخيراً إلى 

تحليل المصفوفة  زة الاستشعار في شبكة الاستشعار اللاسلكية معتمداَ على مخطط متعدد الحدود و خوارزميةعلى اليه لإنشاء مفاتيح بين اجه

استناداً إلى درجة في هذه الرسالة تم تقييم أداء الخوارزمية المقترحة  لقدالمثلثية السفلى و العليا على شكل مجموعات. 

جهزة ألاستشعار التي تم امساكها وكشفها من قبل الخصم على مدى تأثير اجهزة او الاتصال بين اجهزة الاستشعار

عدد الرسائل التي يحتاج الخصم ان بتتبعها و مقدار الطاقة التي تستهلكهاو سعة الذاكرة التي تحتاجهاو الاستشعار الاخرى

قانونية لكسر الشبكة. لكسر الخوارزمية المقترحة وكم من اجهزة الاستشعار يحتاج الخصم ان يضع بين اجهزة الاستشعار ال

حيث  الأخرى في هذا المجالعمال الألقد تم الاعتماد على نطام المحاكاة لتقييم أداء الخوارزمية المقترحة ومقارنتها مع 

 الموجودة حالياً.الأخرى  عمالحقق أداءً أفضل مقارنة بالأت ةالمقترح الخوارزميةتظهر نتائج المحاكاة أن 

 

 

نهج ما قبل ,  ,مشكلة الأتفاق على مفتاح مشترك جهزة الاستشعارأ, الاستشعار اللاسلكية شبكةالكلمات المفتاحية: 

خوارزمية تحليل , مخطط القائمة على المصفوفة, مخطط متعدد الحدود, نظام إدارة المفاتيح, التوزيع الرئيسي

 .السفلى و العليا على شكل مجموعاتخوارزمية تحليل المصفوفة المثلثية , المصفوفة المثلثية السفلى و العليا
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Abstract 

AL-Rabadi, Areej Rasmi. Key Pre-Distribution Approach Using Block LU-

Decomposition in Wireless Sensor Network. Master of Computer Science, Thesis, 

Department of Computer Sciences, Yarmouk University, 2018. (Supervisor: Prof. Dr. 

Najib A. Kofahi). 
 

          At present, many types of applications rely on the wireless sensor networks because of 

its availability and its other advantages. The working environments of the wireless sensor 

networks are usually hostile and it is difficult to access so that the sensor nodes are 

distributed randomly over these environments. Due to the random distribution of the sensor 

nodes, none of these devices can detect which of the other sensor nodes may fall within its 

range. Therefore, these sensor nodes need a key agreement scheme that allows them to 

establish a secure communication with one another in order to protect the information sent 

between them which is finally conveyed to the base station. This thesis proposes a new and 

efficient key management scheme for wireless sensor network based on the Polynomial 

Pool-based key pre-distribution scheme and the Block LU-Decomposition algorithm. Due to 

the resource limitations of the sensor nodes the performance of the proposed algorithm is 

evaluated based on network connectivity, resilience against node capture, memory overhead, 

energy consumption, and the number of Sybil nodes and the messages needed by the 

adversary to break the entire network and the proposed approach. The proposed approach 

was evaluated using the simulation techniques, and the simulation results were compared 

with related works. The simulation results show that the proposed scheme performs better 

compared to the existing schemes. 

 

Keywords: Wireless Sensor Network, Sensor Node, Key Agreement Problem, Key Pre-

Distribution Approach, Key Management Scheme, Polynomial-Based Scheme, Matrix-

Based Key Pre-Distribution Scheme, LU-Decomposition Method, Block LU-

Decomposition Algorithm.   
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Chapter One 

  Introduction 

 

1.1 General Overview 

          The wireless sensor network (WSN) has been considered as one of the most 

important technologies for the twenty-first century (Zheng and Jamalipour, 2009). It 

consists of thousands of small and tiny devices called sensor nodes that are responsible 

for collecting readings from the targeted area (Singh, Singh and Singh, 2010; Tiwari et 

al., 2015). The collected data are sent to a base station which is more powerful than the 

sensor nodes in terms of processing capabilities and memory size. These sensor nodes are 

of small size, limited memory, and limited computational capabilities (Tiwari et al., 

2015). This type of networks is used with a wide range of applications such as, seismic 

monitor, military operations, medical operations and to monitor the environmental 

conditions like the temperature, vibrations and the pressure (Zhao and Ye, 2014). 

          There are two main types of the environments in which sensor nodes can be 

deployed (Divya et al., 2014); the controlled environment, such as home and office, 

where they can be deployed manually, and the uncontrolled environment such as the 

hostile and toxic areas in which the sensor nodes are randomly distributed in the targeted 

area by dropping them from the air or by soldiers. The random distribution of the sensor 

nodes to the target area produces an unknown network topology. It is, therefore, not easy 

to visit the sensors in this environment to perform some regular maintenance which, 
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therefore, gives adversaries some advantages in these environments to physically damage 

the sensors or they can replace some by their own sensors for their own benefits. 

          The WSN is weaker against external attacks than the wired networks due to the 

limited power and memory of the sensor nodes and the nature of the communications 

(Khandke et al., 2013; Anita, Geetha and Kannan, 2015). The WSN communication 

following a broadcast style to transmit the information, hence, the data collected and 

transmitted in this network can be intercepted easily by the eavesdroppers in the 

uncontrolled environments. Therefore, certain applications communications, such as 

military operations, must be protected from any external/internal attack. The perfect 

protection mechanism is through encrypting the communication channels between 

communicating ends. Therefore, various efforts have been made by different researchers 

to find an efficient mechanism to generate the secret keys for the sensor nodes to protect 

the data transmitted between them taking into consideration the nature of the 

communication between the sensor nodes, the size and the density of the WSN, and the 

network topology (Anita, Geetha and Kannan, 2015).  

          On the other hand, the random distribution of the sensor nodes and the wireless 

nature of WSN communications give the adversaries an opportunity, to distribute their 

own sensor nodes among the legitimate nodes in an uncontrolled environment or 

replacing some nodes with forged identities (i.e. malicious nodes) to be able to 

communicate with the neighboring legitimate nodes (Chan, Perrig and Song, 2003; Zia 

and Zomaya, 2011). These malicious nodes are called Sybil nodes and this type of attacks 

is called Sybil attack (Tandel, 2016). Sybil attack takes benefits from the fact that each 

node in the WSN can communicate only with the neighboring nodes, and not all sensor 
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nodes can communicate with the base station directly (Ilakkiya, Jayakumar and Shobana, 

2013). Therefore, the sensor nodes need to broadcast their messages to each other until 

the messages reach the base station. The Sybil node can take advantage of the 

retransmission of the same message between the sensor nodes until it reaches the base 

station and acts as a legitimate node to receive these messages. So, the Sybil nodes can 

alter or drop the messages before they forward it to the neighboring nodes, which may 

lead to degrading the performance of the network, hence violating the privacy, integrity 

and the secrecy of the transferred data.             

 

1.2  Background Information 

          The WSN is used in a wide range of applications as the military operations which 

require a high level of security (Mansour, Chalhoub and Lafourcade, 2015). So, the 

sensor nodes need to transmit the data securely through a secure link. As presented in 

(Hsu et al., 2014), the security of the WSN is achieved through two important outlines: 

(1) The key management schemes which are responsible for creating, calculating and 

distributing the secret keys to the sensor nodes to encrypt the transmitted data and protect 

it from the adversaries, (2) The key establishment protocols to provide the sensor nodes 

with secure routes within the network to exchange their information and establish their 

secret keys. 

            Two types of key establishment protocols were used in WSN (Hsu et al., 2014). 

The first type is the key transfer protocol, where a trusted server is responsible for 

generating the secret keys and transfer these keys to the sensor nodes secretly. The second 
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type is the key agreement protocol in which the sensor devices are involved in the key 

derivation process like the Diffie-Hellman (DH) protocol which is one of the most 

adopted key agreement protocols (Joshi, Verma and Verma, 2015). The key agreement 

protocol gives the sensor nodes the ability to derive their own shared keys to encrypt their 

secret messages without the need for a trusted server (Hsu et al., 2014). However, how a 

pair of sensor nodes can agree on a shared key and what scheme can be used to derive this 

key is called the key agreement problem (Du et al., 2005; Mansour, Chalhoub and 

Lafourcade, 2015). The security issue in WSN involves verifying the following list of 

requirements:  

1) The data integrity which provides the receiver of the message with the ability to 

check if the message information has been modified or altered by the 

adversaries. 

2) The sender authentication which provides the receiver of the message with the 

ability to verify the authenticity of the message source and its reliability. 

3) The confidentiality of the communication which provides the sensor nodes with 

the ability to protect and hide the message information from disclosure to the 

unauthorized sensors (Hsu et al., 2014; Anita, Geetha and Kannan, 2015).  

          The previous requirements can be ensured using an efficient and strong key 

management scheme (Ilakkiya, Jayakumar and Shobana, 2013). The key management 

schemes that have been proposed to provide the security requirements and to solve the 

key agreement problem are classified into three categories (Dai and Xu, 2010): 
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1) Trusted Third Party: Every node has a secret key with the base station only 

and the sensor nodes cannot communicate with each other. However, such a 

protocol increases the communication overhead because it depends on using two 

types of keys; a public and a private key (Asymmetric Cryptographic scheme) 

(Rani and Kumar, 2012; Alshanty and Erşan, 2016).  

2) Public Key: It has two types of keys (a private and a public key) between each 

pair of sensor nodes. However, this protocol increases the communication 

overhead and requires large memory. Therefore this scheme is not suitable for 

the WSN. 

3) Key Pre-Distribution: This protocol operates in three steps (Giri and 

Mahadevan, 2013):  

1. Keying Information Pre-Distribution: In this step, each sensor node 

receives an important information from the base station before their 

deployment to generate the keys.  

2. A Secret-Key Establishment: Each node can use the keying information 

that is received from the base station to establish a secure key with the 

neighboring nodes based on the key management scheme that is used.   

3. Path-Key Establishment: If each pair of nodes could not establish a secret 

key directly, then they can communicate through other nodes (i.e. using the 

other nodes as intermediates). But every node in this path must have a secret 

key with the neighboring nodes.  

          The traditional key pre-distribution schemes such as the Single Master Key Pre-

Distribution scheme and the Pairwise Key Pre-Distribution scheme are not suitable for the 
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WSN (Banaie et al., 2015). In the Single Master Key Pre-Distribution scheme, all the 

sensor nodes use the same key (i.e. master key) and this key is shared by all the sensor 

nodes within the same network. Each sensor node wants to communicate with the 

adjacent nodes must use this shared key. Despite that, this scheme requires less storage 

space because the sensor nodes need to store only one shared key, but it is not suitable for 

the WSN security because if any of these sensor nodes were compromised (i.e. trusted 

nodes have been taken over by the attacker), then the master key will be known by the 

adversary and this will lead to compromise the entire network. In The Pairwise Key Pre-

Distribution scheme, the base station distributes the shared keys to the sensor nodes 

before their deployment (Banaie et al., 2015). The sensor nodes can use these keys to 

communicate with the adjacent sensor nodes. Example of the Pairwise Key Pre-

distribution scheme in (Zhao and Ye, 2014). In this scheme, the sensor nodes and the keys 

are divided into groups and each group receives two sets of keys; the key chain and the 

cross-group key chain. If both nodes are in the same group they can communicate using 

their key chains, otherwise, they can use the cross-group key. Despite the fact that it 

increases the resilience (i.e. if the adversary discloses some secret keys by compromising 

some nodes, the other sensor nodes in the network can keep its secret keys secure from 

the adversary) of the network and provide mutual authentication between the sensor 

nodes, but it is also not suitable for the WSN because each sensor node needs to store all 

the pairwise keys in its private memory, which  may exceed the storage size of its memory 

space especially if the network size is large (Ilakkiya, Jayakumar and Shobana, 2013).  

          The disadvantages of the previous solutions are more than its advantages, and they 

are not suitable for the WSN. This motivated the researchers to explore different solutions 
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to protect the WSN and the sensor nodes from the adversary attacks based on the key pre-

distribution protocol. In (Eschenauer and Gligor, 2002; Rani and Kumar, 2012), the 

researchers proposed a random key Pre-distribution scheme, where the keys are 

distributed randomly to the sensor nodes from a private key pool before their deployment 

and any pair of nodes can communicate if they can find a common key, otherwise they 

can communicate using another path through other sensor nodes (i.e. Multi-hop 

communication). Another random key pre-distribution scheme, the Pairwise Key Pre-

distribution approach that is presented in (Mu and Li, 2014). This approach works as a 

random key pre-distribution approach but before distributing the keys to the sensor nodes, 

the base station performs (𝜄) times has function operation on these keys to generate new 

keys. The value of the (𝜄) variable varies from one sensor node to another. However, in 

the random key Pre-distribution scheme, it is not always possible for a sensor node to find 

a common key with the other sensor nodes due to the random distribution of the keys to 

the sensor nodes. Moreover, this approach may require more memory space as well as the 

limited view on the routing paths (i.e. it is not always possible for a sensor node to find a 

common key with the other neighbor sensor nodes), where this may require an increase in  

the number of keys that are distributed to the sensor nodes to increase its possibility to 

find a common key. 

          As a result of the limited view on the routing paths between any two 

communicating sensor nodes, the deterministic key pre-distribution scheme has appeared. 

This scheme distributes the keys to the sensors based on the combinatorial design, where 

it decides how many keys and which keys will be distributed to the sensors before their 

deployment. In (Çamtepe and Yener, 2004), the researchers used two types of 
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combinatorial designs; the symmetric designs and the generalized quadrangles design 

with the aim to generate a set of keys for the sensor nodes in the WSN. Another 

deterministic approach is proposed in (Anzani, Javadi and Moeni, 2018). This approach 

based on the multivariate polynomials, where the authors applied the combinatorial 

design on the multivariate polynomial to derive the shared keys.  

 

1.3    Matrix-Based Key Pre-Distribution Scheme 

 

         Most of the key pre-distribution approaches that are based on Matrix of keys (i.e. 

keys are presented within a matrix) to distribute the keys to the sensor nodes are based on 

the LU-Decomposition procedure. The LU-Decomposition is a procedure that is used to 

find two special matrices; (L) and (U) that represent the original matrix as represented in 

Figure 1.1, where (L) is the lower triangular matrix and (U) is the upper triangular matrix. 

The (L) matrix has all elements above the diagonal to be zeros, where in the (U) matrix 

all elements below the diagonal are zeros. (Bandara and Ranasinghe, 2005). 

11 12 13 14 11 12 13 14

21 22 23 24 21 22 23 24

31 32 33 34 31 32 33 34

41 42 43 44 41 42 43 44 44

1 0 0 0

l 1 0 0 0
*

l l 1 0 0 0

l l l l 0 0 0

a a a a u u u u

a a a a u u u

a a a a u u

a a a a u

     
     
     
     
     

    
   

           Figure 1.1: LU-Decomposition 

 

 

          The matrix has an LU-Decomposition if and only if its determinant does not equal 

(0). The determinant of a matrix is a value that can be obtained from the elements of the 
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matrix, it is denoted as 𝑑𝑒𝑡(𝐴).  Equation (1) illustrates the determinant of a (3 × 3) 

matrix. The matrix that has LU-Decomposition is called an invertible matrix (Polok and 

Smrz, 2017). 

                         det( ) ( ) ( ) ( )

a b c

A d e f a ei hf d bi hc g bf ec

g h i

 
 

      
 
  

 

 

 

(1) 

 

           

           A special case of the matrix is the symmetric matrix that is equal to its transpose 

(Huckle, Waldherr and Schulte-Herbrüggen, 2013). The transpose is an operator which 

flips a matrix over its diagonal, where the rows and the columns are interchanged, it is 

denoted as (𝐴𝑇). Figure 1.2 illustrates how the transpose operator works.  

 

 

Figure 1.2: The Transpose Operator 

 

          In this thesis, the LU-Decomposition will be used, in particular, the Block LU-

Decomposition that is presented in (Demmel, Higham and Schreiber, 1995). The Block 

LU-Decomposition is a modified LU-Decomposition which acts on blocks of the matrix 

as represented in (Chen et al., 2009). The main purpose behind creating the Block LU-
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Decomposition procedure is to speed up the time required to solve the matrix. In this 

work, the Block LU-Decomposition procedure will be used to decompose the block 

matrix into Block Lower Triangular (BL) and Block Upper Triangular (BU) matrices as 

shown in Figure 1.3. 

 

Figure 1.3: The BLU-Decomposition 

 

          The BLU-Decomposition is a procedure deals with the matrix as blocks, where 

each block contains a set of elements. After applying the BLU-Decomposition to the 

matrix blocks, two matrices will be resulted (BL and BU). Each matrix contains a set of 

blocks, each block contains a set of elements. This is the main advantage of the proposed 

approach, where more than one space will be used to generate the shared keys for the 

sensor nodes.  

 

1.4    Polynomial-Based Key Generation 

        The polynomial is an expression contains variables, coefficients, and operations 

(Hammack, 2013). There are several types of polynomials like the univariate polynomial 

(contains only one variable), bivariate polynomial (contains two variables), and the 

trinomial polynomial (contains three variable) (Hoffmann, 2011). The polynomial 
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function can be expressed using the summation notation, such as 𝑝(𝑥) = ∑ 𝑎𝑘 𝑥
𝑘𝑛

𝑘=0
.  If 

the variables of the a polynomial can be interchanged, then this polynomial is a 

symmetric polynomial (Sziklai, 2013). The same polynomial can be obtained by any of its 

variables or its variables can be switched, such as 𝑝(𝑥, 𝑦) = 𝑥2 + 𝑦2  is a symmetric 

polynomial, where any switching in its variables will give the same polynomial 𝑝(𝑥, 𝑦) =

𝑝(𝑦, 𝑥) (i.e. 𝑥2 + 𝑦2 = 𝑦2 + 𝑥2). 

           The symmetric polynomial can be written in terms of a set of elementary 

symmetric polynomials(𝑒1, 𝑒2, … , 𝑒𝑛) (Daoub, 2012). For example the elementary 

symmetric polynomials of the polynomial 𝑝(𝑥, 𝑦, 𝑧) = 𝑥3𝑦𝑧 + 𝑥𝑦3 𝑧 + 𝑥𝑦𝑧3 are 

e1(𝑥, 𝑦, 𝑧) = 𝑥𝑦𝑧,  𝑒2(𝑥, 𝑦, 𝑧) = (𝑥 + 𝑦 + 𝑧)2, 𝑒3(𝑥, 𝑦, 𝑧) = −2(𝑥𝑦 + 𝑥𝑧 + 𝑦𝑧), so the 

polynomial p(x, y, z) can be written as e1 ∗ (𝑒2
2 − 2 ∗ 𝑒3). The symmetric polynomials 

can be expressed as 𝑝(𝑥 , 𝑦) = ∑ 𝑎𝑖𝑗 𝑥
𝑖𝑦𝑗

𝑛

𝑖,𝑗=0
 using the summation notation, where 

(𝑎𝑖𝑗 ) represents the coefficients of the elementary symmetric polynomials. The 

coefficients of the symmetric polynomials are generated from a finite field (𝐹𝑞)  that 

contains a set of elements (e.g., 220, 264, less or more according to the number of the 

variables of the polynomials). The number of the elements in the finite filed expresses the 

order of the field, such as a field of order (𝑞) contains (𝑞) elements {0,1, … … , 𝑞 − 1}  

(Benvenuto, 2012).  
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1.5    Secure Communication Protocol 

          The DH protocol is a protocol that is used to securely exchange the secret keys 

between any two communicating parties to encrypt and decrypt a transmitted data without 

having any prior knowledge about each other (Joshi, Verma and Verma, 2015). The DH 

protocol does not provide the desired authenticity for the communicating parties, where it 

does not give any information about the identities of both parties (Kallam, 2015). 

Therefore, the protocol is used with three different authentication methods; the Digital 

Signature, Public-Key Encryption and Symmetric-Key encryption (Li, 2010).  However, 

due to the limited power of the sensor nodes in the WSN, the Symmetric key is more 

suitable for the WSN compared to the other methods (Khuraijam and Radhika, 2013), 

where the digital signature method and the public key encryption employ asymmetric 

cryptographic. The asymmetric cryptographic uses two keys; a public key and a private 

key, which requires higher computational cost (Gundimeda, 2014). In addition to that, the 

public key encryption does not provide the required authentication, where the message 

can be sent by any sensor node that has access to the receiver's public key (Blumenthal, 

2007). Due to the asymmetric key encryption limitations, the symmetric key encryption 

method where both of the sensor nodes have the same key for encryption and decryption 

will be chosen in this work to provide a mutual authentication between communicating 

parties. In addition to the symmetric key encryption method, the DH protocol will be 

chosen to provide the sensor nodes a secure route to exchange the appropriate information 

within the network and establish their shared keys as presented in Figure 1.4.  
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Figure 1.4: Diffie Hellman (DH) Key Exchange (Li, 2010) 

 

 

          Despite that the DH protocol provides a secure route for the sensor nodes to 

exchange their information, it does not provide the desired authenticity for the sensor 

nodes (Li, 2010). In order to provide the needed authenticity in WSN, the message 

authentication code (MAC) is normally employed to provide the authenticity and the 

integrity to the transmitted messages between the sensor nodes within the same network 

(Chowdhury and Dasbit, 2015). The MAC is a small piece of information which is 

generated by the sender of the message and verified by the receiver of the message as 

shown in Figure 1.5. This code can be built and calculated using any block cipher that is 

suitable for the WSN in terms of computation for encryption and decryption, speed, 

memory usage, and the security against any type of attack (Rehman et al., 2012).  
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     Figure 1.5: The Message Authentication Code (MAC) 

 

 

1.6    Problem Statement 

          This section presents several aspects of the research; its main purpose, its 

motivation, the research questions, and the importance of this research. In addition, this 

section represents a set of aspects that will not be covered in this research which will be 

the limitations of the scope of this thesis.   

  

1.6.1   Research Purpose 

          Since the data transmitted between the sensor nodes in the WSN are exposed to 

external attacks, controlling these sensor nodes are difficult and might be impossible. 

Therefore, the proposed approach aims to help the sensor nodes to transmit the data 
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between them securely and guarantee the integrity and the privacy of these data. The 

proposed approach should also grant these sensor nodes to have the ability to establish a 

secure communication with the neighboring sensor nodes with enough key pairs and 

authenticate this communication.  

 

1.6.2   Research Motivation 

          The wireless sensor network consists of a set of sensor nodes which are distributed 

randomly to a specific area to collect readings from the surroundings and transfer these 

readings between them until it reaches the base station. However, certain data has to be 

secret such as the readings from military deployments. Since the nature of the 

communication between sensor nodes in WSN is broadcast transmissions, the same key is 

used by a group of sensor nodes within the same range. Therefore, these communications 

are vulnerable to external and internal attacks and should be kept protected especially if 

the attacker manages to compromise a few sensor nodes or manage to intercept the 

communication channel. Most of the recent approaches that are created to solve this 

problem based either on the Polynomial-Based or the Matrix-Based scheme. Other 

approaches tried to merge between them in order to increase the resilience of the network 

and to increase the level of the connectivity between the sensor nodes. The problem with 

these approaches is that every sensor node receives a number of entries equal to the 

number of the sensor nodes in the network. This problem leads to several issues, such as 

it limits the number of the sensor nodes in the network because each node needs to store a 

large number of entries in its limited memory and consumes high energy while 

transmitting these entries between each other in order to create their shared keys. 
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Therefore, the main goal of the proposed approach is to increase the resilience of the WSN 

and at the same time keep the connectivity high between the sensor nodes using the BLU-

Decomposition method without affecting on the limitations of the sensor nodes such as 

their limited memory and their limited energy.  

 

1.6.3   Research Questions 

          The main condition and challenge that is faced by the proposed approach is the 

security characteristic, such that the proposed approach must give the desired level of 

security for the wireless sensor network to protect its sensor nodes from the Sybil nodes. 

The security level and the efficiency of the proposed approach will be expressed by 

answering the following questions:  

1. Is the Block LU- Decomposition approach secure? 

2. How many Sybil nodes does the adversary need in order to break the entire 

network? 

3. How many messages does the adversary need to intercept in order to break 

the used scheme? 

 

 

1.6.4   Research Significance 

            Most of the known key pre-distribution approaches are based on pre-distributing 

the keying information to the sensor nodes before they are deployed into the field. Thus, 

the base station does not need to transfer this information through the network. In this 
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regards, the main characteristics of the proposed approach that will distinguish it from 

other existing approaches are: 

1) The proposed approach employs the polynomial-based key pre-distribution to 

ensure a better resilience to the WSN due to the 𝑡-security property of the 

polynomials, where (𝑡) is the number of sensor nodes the adversary needs to 

compromise (disclose) to break the entire network. The resilience means that, if 

the compromised a set of sensor nodes, the proposed approach should ensure 

that the other sensor nodes are not disclosed. (Dai and Xu, 2010; Banaie et al., 

2015). 

2) The proposed approach is based on the Block LU-Decomposition procedure to 

ensure that any neighboring pair of sensors can find a common key. In the 

proposed approach, the matrix is decomposed into two matrices; a block lower 

triangular matrix (BL) and a block upper triangular matrix (BU), each node 

receives one row from the (BL) matrix and one column from the (BU) matrix. 

Any pair of neighboring nodes want to communicate they can exchange their 

rows, then each node multiplies its column with the other node’s row to obtain 

a shared key. Since the matrix is symmetric, then the multiplication of this 

matrix will ensure that the two communicating parties will get the same shared 

key (Dai and Xu, 2010). 

3) The proposed approach employs the block matrix, where public matrix will be 

divided into four blocks of the same sizes to make it harder for the adversary to 

guess the right block that is used for establishing the key pair between the 
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sensor nodes. So there will be more options for the adversary which will 

increase the resilience of the sensor nodes.  

 

1.6.5   Research Limitation  

          The proposed algorithm will focus only on the sensor nodes; how they can establish 

a secure communication link between each other after the deployment taking into 

consideration its limited resources, such as its computational capabilities and its memory 

capacity. The base station (setup server) and its limitations (i.e. like its computational 

capabilities or its memory capacity), will not be considered in this thesis. In addition to 

that, the encryption and the authentication algorithms will not be mentioned in details in 

this thesis because the proposed approach focuses only on how the sensor nodes can 

generate secret shared keys between each other. 
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Chapter Two 

 Literature Review 

 

           Due to the random distribution of the sensor nodes in the WSN especially in the 

uncontrolled environment, it is very difficult to distribute the pairwise keys to these nodes 

before the deployment process. So, a key management scheme is needed to solve the key 

agreement problem by establishing a secure transmission medium with the neighboring 

nodes after the deployment. Several key management schemes have been used in the 

literature to solve this problem by taking into account the nature of the wireless 

communication in the WSN and the limited resources of the sensor nodes.  

           The recent schemes that have been used to solve the key agreement problem are 

classified into several types, some of these types are the Probabilistic techniques (Random 

techniques), the Deterministic techniques, the Polynomial–Based techniques and Matrix-

Based techniques. 

 

2.1    Probabilistic Key Pre-Distribution Scheme 

          The main reason for the probabilistic key pre-distribution scheme is to solve the 

resilience problem in the Single Master Key pre-distribution scheme and the storage 

problem in the pairwise key pre-distribution scheme (Yum and Lee, 2012). It is also called 

random scheme because the keys are randomly distributed to the sensor nodes. The first 

random approach refers to Eschenauer and Gligor (Eschenauer and Gligor, 2002)  which is 
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called the Basic scheme. In this scheme, the keys are randomly distributed to the sensor 

nodes from a common space called key pool, and each one of the sensor nodes receives a 

certain number of keys called key chain. Any pair of nodes wants to communicate they 

must have at least one common key.  

          The problem with the basic scheme is that the same key may be used by several pairs 

of nodes, so it has a low resilience. The enhanced random scheme that is proposed in (Du 

et al., 2005) merged the Basic scheme with the Blom's scheme that is presented in (Blom, 

1985) to improve the resilience of the WSN without using more memory. In this enhanced 

random scheme, Each sensor node receives (τ) key information selected randomly from (ω) 

key spaces and any neighboring nodes use the same space can communicate. Otherwise, 

they can communicate by finding another path which is called the key path through other 

nodes. The main result of this approach is the threshold value. This value represents the 

number of sensor nodes the adversary needs to compromise in order to be able to break the 

entire network. 

          The key management scheme that is presented in (Mu and Li, 2014) enhances the 

resilience of the previous random schemes by using different security level for each sensor 

node. In this approach, each sensor node generates an integer number (𝜄) represents the 

security level for it, after that it randomly chooses (m) keys from the key pool that is 

generated from the base station in the initialization phase and then performs (𝜄) times hash 

function operation on these keys to generate (m) new keys. In (Zhu et al., 2016) the 

researchers enhances the security level of the network by increasing the number of pairwise 

keys between each pair of nodes. The key pool (i.e. the whole keys in the network) and the 

sensor nodes are divided into equal size groups. The sensor nodes are divided into groups 
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according to their expected location. Each group of sensor nodes receives a set of keys 

from the corresponding key pool.    

          All previous schemes face a challenge to achieve high network connectivity and high 

resilience, where the same key may be used by more than one pair of nodes. In these 

schemes, the neighboring nodes might not be able to find a shared key because of the 

random distribution of the keys. In addition to that, these approaches require large memory 

to store more keys to increase the network connectivity and to reduce the ability to 

duplicate the shared keys that can be distributed to the sensor nodes by the base station. 

Table 2.1 shows a summary for the literature review of the probabilistic key pre-

distribution approaches. 
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  Table 2.1: Summary Table For Literature Review of The Probabilistic Key Pre-Distribution 

Schemes 

Author Name & 

Year of 

Publication 

The Technique 

Name 
Main Reasons Main Results 

 

(Eschenauer and 

Gligor, 2002) 

 

 

The Basic 

Scheme (E-G 

Scheme ) 

 

 Solve the memory 

overhead problem of the 

pairwise scheme. 

 Solve the resilience 

problem of the Single 

Master key scheme. 

 

 Increased the 

resilience of the 

Single Master key 

pre-distribution. 

 Decreased the 

memory overhead of 

the Pairwise scheme. 

 

(Du et al., 2005) 

 

 

Enhanced Random 

Scheme 

   

 Increase the  resilience of 

the WSN without using 

more memory. 

 

 

 Improved the 

resilience of the 

random schemes. 

 Exhibited  λ-secure 

property. 
 

(Mu and Li, 

2014) 

Pairwise Key Pre-

distribution 

Scheme 

 Increase the resilience 

against node capture. 

 offered a stronger 

resilience against 

node capture. 
 

 

 

 (Zhu et al., 

2016) 

 

  Improved Random 

Key Pre-

Distribution 

Technique 

 

 Improve the resilience 

and the network 

connectivity of the 

random key pre-

distribution scheme.  

 

 Increased the 

resilience of the 

random schemes. 

 Increased the 

network connectivity 

of the random 

schemes. 

 

 

2.2 Polynomial-Based Key Pre-Distribution Scheme 

          The polynomial-based scheme was proposed to increase the resilience of the WSN. 

The basic polynomial-based key pre-distribution scheme was proposed in (Blundo et al., 

1998). This scheme goes through two steps; step (1): before the deployment process, the 

base station generates a unique identifier for each sensor node, then it generates a 

symmetric bivariate 𝑡 −degree polynomial 𝑓(𝑥, 𝑦) with coefficients from 𝐹𝑞, step (2): the 
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base station distributes the polynomials as polynomial shares to the sensor nodes. After the 

deployment, the sensor nodes start communicating to compute the shared keys. 

           In order to increase the resilience of the WSN against node capture, Banaie et al 

(Banaie et al., 2015) have added the matrices to the polynomial–based key pre-distribution 

scheme. In this approach, the base station generates a set of multivariate polynomials from 

a polynomial pool to construct symmetric matrices. Then, each sensor node receives one 

row from a set of these matrices based on its identities and the identity of the matrices that 

are pre-loaded to it. The researchers in this approach claim that they increase the resilience 

of the WSN without increasing the communication overhead or the memory overhead. In 

(Zhang, Li and Li, 2018), the researchers have merged polynomial–based key pre-

distribution scheme with the probabilities key pre-distribution approaches. In this approach, 

each sensor node receives two parts of information; the first part of the preloaded 

information is polynomial shares (i.e. 𝑓(𝐼𝐷(𝑖), 𝑥) for i=1,2,…,N), and the second part is 

key generated by the preloaded polynomial shares.  

          In (Mahmood, Ning and Ghafoor, 2017), the researchers focused on how to reduce 

the number of the messages transmitted between the sensor nodes and at the same time 

increase the security level of the sensor nodes. The researchers focused on the hierarchal 

distribution of the sensor nodes (i.e. the sensor nodes are divided into groups and each 

group has a cluster head). Each group receives two symmetric polynomials; one is used 

between the sensor nodes within the same group (inter-sensor nodes polynomial), while the 

other one is used between the groups in the same network (intergroup polynomial). To 

increase the security of the transmitted messages each node receives a set of symmetric 

keys before the deployment to exchange its identities securely after the deployment. Table 
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2.2 shows a summary for the literature review of the polynomial-based key pre-distribution 

schemes. 

Table 2.2: Summary Table For Literature Review of The Polynomial-Based Key Pre-

Distribution Schemes 

Author Name & 

Year of 

Publication 

The Technique 

Name    
Main Reasons Main Results  

 

(Blundo et al., 

1998) 

 

Basic Polynomial-

Based Key Pre-

Distribution Protocol 

 

 Allows a group of users 

of a given size (a 

dynamic conference) to 

be able to compute a 

common secure key. 

 

 Modeled, analyzed, 

and designed dynamic 

optimal conference 

key distribution 

scheme. 

 

(Banaie et al., 

2015) 

 

Polynomial-Based 

Pairwise Key 

Management Scheme 

 

 Increase the resilience of 

the WSN.  

 Enhance the storage 

usage of the sensor 

nodes. 

 

 Decreased the 

memory overhead. 

 Increased the 

resilience of the 

WSN. 
 

(Mahmood, Ning 

and Ghafoor, 

2017) 

 

A Polynomial 

Subset-Based Multi-

Party System 

 

 Decrease the 

computational cost of 

the Polynomial-Based 

schemes. 

 

 Increased the lifetime 

of the network.  

 Decreased the  

communication cost 

and memory 

overhead.   

(Zhang, Li and 

Li, 2018) 

Key Establishment 

Scheme Based on 

Polynomial and 

Random Key Pre-

Distribution Scheme 

 Increase the resilience of 

the WSN takes into 

account the limited 

resources of the sensor 

nodes. 

 Increased the 

resilience against node 

capture attacks. 

 

2.3  Deterministic Key Pre-Distribution Scheme 

          The deterministic key pre-distribution scheme was proposed to solve the network 

connectivity problem of the random approaches. Çamtepe and Yener in (Çamtepe and 

Yener, 2004) proposed the first deterministic approach to increase network connectivity 

without increasing the size of the key pool and the key chain. They used two classes of the 
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combinatorial design; a symmetrical balanced design, in particular, the finite projective 

plane of order (𝑞), where (𝑞) is a prime power to generate symmetric design. The second 

class is Generalized Quadrangles (GO) design to represent the WSN.  

          Sanchez and Baldus in (Sanchez and Baldus, 2005) proposed another approach to 

enhance the scalability and the resilience of the previous approach. In this approach, the 

researchers used the combinatorial theory to distribute a number of bivariate polynomials 

to the sensor nodes. Any node wants to communicate with the neighboring nodes must 

evaluate its shared polynomials using a specific index according to its block and the 

identity of the other node. The researchers in (Khandke et al., 2013) used asymmetric 

matrices to increase the resilience. The base station in this approach generates a positive 

integer and a base of form {1, 𝑡1, 𝑡2 , . . . . , 𝑡𝑛−1}. Then, the base station generates a set of 

keys from the key pool to build a secret information and distribute both of the information 

and the base (𝑡) to the sensor nodes. Each one of these sensor nodes has two keys. So each 

pair of nodes will have two separate links to communicate. In this case, if the adversary 

compromises one of these links, there will be another secure link.  

          Another deterministic approache that is proposed in (Anzani, Javadi and Moeni, 

2018). In this approach, the researchers based on multivariate polynomials and the 

combinatorial design. The multivariate polynomials are distributed to the sensor nodes 

before the deployment based on both of its identities and the combinatorial design. The 

problem with this approach is that the resilience is constant and cannot be increased, where 

it requires an increase in the number of the independent key path to establish an indirect 

key to increase the security level that may increase the communication overhead. Table 2.3 
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shows a summary for the literature review of the deterministic-based key pre-distribution 

schemes. 

Table 2.3: Summary Table For Literature Review of The Deterministic Key Pre-Distribution 

Schemes 

Author Name 

& Year of 

Publication 

The Technique Name Main Reasons Main Results 

 

(Çamtepe and 

Yener, 2004) 

, 

(C-Y scheme) 

 

 Solve the 

connectivity 

problem of the 

probabilistic 

approaches. 

 

 Increased the network 

connectivity without 

increasing the size of 

the key pool and the 

key chain. 
 

(Sanchez and 

Baldus, 2005) 

 
 

A Deterministic 

Pairwise Key Pre-

Distribution Scheme 

 

 Solve the existence 

and the 

authentication    

problems of Ç-Y 

scheme 

 Solve the scalability 

problem of the C-Y 

scheme and the 

Blundo’s protocol. 

 

 Increased the 

scalability of the C-Y 

Scheme. 

 Solved the existence 

problem of the C-Y 

Scheme. 

 Solved the mutual 

authentication of the 

Deterministic 

techniques. 

 
 

(Khandke et al., 

2013) 

 

A  Novel Deterministic 

Key Pre Distribution      

Scheme 

 

 Improve the 

performance and the 

resilience of the 

sensor nodes.  

 

 Improved the resilience  

of the sensor nodes 

against the sensor 

nodes captured. 

 Increased the 

scalability and the 

flexibility of the WSN.   

 

(Anzani, Javadi 

and Moeni, 

2018) 

 
 

Deterministic Key Pre-

Distribution Method 

Based on Hypercube 

Multivariate Scheme. 

 
 

 Improve  the 

resilience of the 

WSN against sensor 

nodes captured. 

  

 
 

 Improved the resilience  

of the sensor nodes. 
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2.4  Matrix-Based key Pre-Distribution Scheme 

           The matrix–based scheme always ensure that any pair of nodes can communicate 

and find a common key because of the symmetric matrices that are used (Dai and Xu, 

2010). Several algorithms in the WSN depend upon the (L) and (U) matrices to help the 

sensor nodes to build secure links. The algorithms that based on this scheme aim to achieve 

high resilience, reduces the communication overhead, and to increase the network 

connectivity.  

          In (Dai and Xu, 2010), The researchers have used the polynomial-based key pre-

distribution scheme and the matrix-based to increase the resilience of the sensor nodes 

against node capture attacks and to achieve high network connectivity. In this approach, the 

researchers used the LU-Decomposition method to decompose a symmetric matrix of 

bivariate polynomials (i.e. 𝐴 = 𝐿 × 𝑈, where (A) is a symmetric matrix, (L) is the lower 

triangular matrix, and (U) is the upper triangular matrix). The base station generates a set 

of bivariate symmetric polynomials randomly from a polynomial pool to establish a lower 

triangular matrix (L) and uses this matrix to construct an upper triangular matrix (U) and 

the original matrix, then it distributes the (L) and (U) elements to the sensor nodes to 

establish a secure communication. The researchers in (Banaie et al., 2014) have also added 

the matrices to the polynomial-based scheme to increase the resilience of the WSN. In this 

approach, the base station generates random prime numbers and a set of bivariate 

polynomials to build symmetric matrices. Each sensor node receives a single row from 

each matrix based on its identity, then the sensor nodes use the pre-loaded information to 

establish a secure communication with the neighboring nodes. 
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           In addition to achieve a high resilience, other approaches have focused on the 

communication overhead between the sensor nodes, as in (Tharani, Suganthi and Srinithi, 

2014). They proposed a new key management scheme that allows the sensor nodes to 

generate shared keys by exchanging only one message containing one element from a 

column from a symmetric matrix and the node ID. Each sensor node receives a single row 

from the symmetric matrix (A) and one element from another symmetric matrix (G) 

according to its ID value, such that node (i) receives row (i) from the first matrix and one 

element from the second matrix (G). After the deployment of nodes, in order to calculate 

the shared keys, each node sends its ID and its column to the neighboring nodes in its 

range. Once the node receives the ID and the element of the other nodes, it calculates a 

column of the second matrix from the received elements, by raising it to 𝑘𝑡ℎelement. Then, 

each node calculates the secret key by multiplying its row by the other node column.   

          The researchers in (Choi, Kim and Youn, 2013) focused on network connectivity 

rather than the resilience and the communication overhead. In this approach, the 

researchers based on generating a number of keys to build a symmetric matrix. Next, the 

base station derives the values of the eigenvalues and eigenvectors from this matrix and 

distributes them as keys for the sensor nodes to ensure that any pair of sensor nodes can 

find a common key. Table 2.4 shows a summary for the matrix-based schemes represented 

in this section with the main reasons and results of each approach. 
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Table 2.4: Summary Table For Literature Review of The Matrix-Based Key Pre-Distribution 

Schemes 

Author Name 

&The Year of 

Publication 

The Technique 

Name    
Main Reasons Main Results  

 

(Dai and Xu, 

2010) 

 

Matrix-Based Key 

Pre-Distribution 

Scheme 

 Increase the resilience 

and the connectivity 

of the sensor nodes. 

 Achieved a strong 

resilience against node 

captured.  

 

(Choi, Kim and 

Youn, 2013) 

 

An Efficient Key 

Pre-Distribution 

Scheme 

 

 Improve  the WSN 

security. 

 

 Reduced the 

communication and 

memory overhead required 

for secure connectivity.  

 Decreased the energy 

consumption of the sensor 

nodes to establish a secure 

link. 

 

(Tharani, 

Suganthi and 

Srinithi, 2014) 

 

Matrix-Based Key 

Pre-Distribution 

Scheme 

  Reduce the 

communication 

overhead. 

 Increase the network 

connectivity.  

 Protect the 

information stored in 

the sensor nodes. 

 Achieved greater network 

connectivity and 

scalability. 

 

(Banaie et al., 

2014) 

 

A Matrix-Based 

Pairwise Key 

Management 

Scheme 

 

 Increase the resilience 

of the WSN.  

 Decrease the storage 

complexity of the 

sensor nodes  

 

 Increased the storage 

efficiency. 

 Increased the resilience of 

the sensor nodes. 

 Achieved a high network 

connectivity with a low 

memory overhead. 

 

          For several decades, the researchers have tried to find efficient key management 

schemes to protect the sensor nodes and the transmitted data between them. Some of these 

schemes appeared to solve specific problems that are found in older schemes. Table 2.5 

shows the main weakness and strengths of the four schemes that have been presented in 

this chapter.     
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Table 2.5: Comparison Between The Different Types of The Key Pre-Distribution Schemes 

The Pre-Distribution 

Scheme Type 
Its Purposes Its Strength  Its Weakness 

 

The Probabilistic Key 

Pre-Distribution 

Scheme  

(Random Approach)  

 

 

 Increase the 

scalability of the 

network. 

 Increase the network  

connectivity. 

 Reduce the storage 

complexity of the 

traditional 

approaches. 

 

 Allows network 

scalability. 

 Reduces the 

storage 

complexity of the 

sensor nodes. 

 

 Does not guarantee strong    

resilience. 

 Does not provide strong   

connectivity. 

 May require a large space 

to increase the network 

connectivity. 

 Cannot provide the desired 

authentication where more 

than a pair of nodes may 

use the same key. 

 

 

Deterministic Key 

Pre-Distribution  

Scheme 

 

 

 Solve the network 

connectivity of the 

probabilistic 

approaches.   

 

 Has a good 

network        

connectivity.  

 Has a good 

network 

resilience. 

 Has low 

computation 

overhead. 

 Has low 

communication 

overhead.   

 

 Low network connectivity. 

 limited scalability  

 poor authenticity.  

 

 

 

 

 

Polynomial-Based 

Key Pre-Distribution 

Scheme 

 Increase the 

resilience of the 

network. 

 Reduce the 

communication 

overhead. 

 

 High resilience 

 low 

communication  

overhead. 

 t-security 

property. 

 

 Low network connectivity. 

 Required a Large storage 

space. 

 

Matrix-Based Key 

Pre-Distribution 

Scheme 

 Increase the     

network connectivity. 

 High network 

connectivity.  

 low resilience. 
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            The proposed approach uses both the Matrix–Based Key Pre-Distribution scheme and 

the Polynomial-Based Key Pre-Distribution scheme together with the BLU-Decomposition 

method. The Polynomial-Based scheme provides mutual authentication between the sensor 

nodes and a strong resilience of the WSN against node capture, while the Matrix-Based 

scheme provides a full connectivity between the sensor nodes in the same network. 
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Chapter Three 

Research Methodology 

 

          This chapter presents a new key management scheme in WSN that allows the sensor 

nodes to establish a secure communication link between each other. In order to protect the 

transmission medium between the sensor nodes, the proposed approach based on the 

Polynomial-Based Key Pre-Distribution scheme, Matrix-Based Key Pre-Distribution 

scheme, and the Block LU-Decomposition algorithm. The main advantage of the proposed 

approach is the use of BLU- Decomposition algorithm, this algorithm allows the proposed 

approach to obtain a high resilience against node capture, full connectivity between the 

sensor nodes, and low memory overhead because it decreases the amount of pre-loaded 

information to the sensor nodes which, therefore, decreases the amount of the sensor nodes 

energy consumption.  

           The proposed approach goes through three main phases according to the key pre-

distribution protocol:  

Phase I: A large pool of polynomials is to be built by generating a large number of 

bivariate 𝑡-degree symmetric polynomials over a finite Field (𝐹𝑞) (e.g. 2
20

, 2
64

...).  

Phase II: The second phase comes before distributing the sensor nodes to the target area 

and this phase consists of five steps: 

Step 1: Select a set of bivariate 𝑡 −degree symmetric polynomials from the 

polynomial pool randomly to build a symmetric matrix. 
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Step 2: Divide the matrix into four blocks of the same size using the BLU-  

Decomposition algorithm. 

Step 3: Apply the BLU-Decomposition algorithm to the matrix blocks to produce the 

block lower triangular matrix (BL) and the block upper triangular matrix 

(BU). 

Step 4: Re-build the last block of the matrix (i.e. 𝐴22) by multiplying the (𝐿21) from 

the (BL) matrix and (𝑈12)  from the (BU) matrix. 

Step 5: Distribute the (BL) and (BU) matrices elements (i.e. polynomials) of the first 

block (𝐴11) and the last block (𝐴22) and use the other blocks (𝐴12 𝑎𝑛𝑑 𝐴21) 

as shared spaces (i.e. blocks) between the sensor nodes that belong to 

different spaces. 

Phase III: This phase includes establishing the pairwise keys between the neighboring 

nodes after the deployment. Figure 3.1 shows the main research procedural phases of the 

proposed approach.  

 

Figure 3.1: The Main Research Procedural Phases of The Proposed Approach 
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3.1 Research Phases 

          This section illustrates each phase of the main phases of the proposed approach in 

terms of how they are formed along their main steps. 

 

3.1.1   Phase I: Generating a Large Polynomial Pool 

            In this Phase, the base station generates a large number of bivariate t  degree 

symmetric polynomials (e.g. 2
20

, 2
64

 or more ) over a finite field (Fq).  Equation (2) shows 

the form of the bivariate 𝑡 − degree polynomial. 

 

           The prime number (𝑞) of the finite field should be large enough, where each sensor 

node can have a set of shared pre-loaded polynomials. The function 𝑓(𝑥, 𝑦) represents a 

symmetric polynomial such that 𝑓(𝑥, 𝑦) = 𝑓(𝑦, 𝑥). Each polynomial has two variables 

(𝑥, 𝑦) and (𝑡 + 1) integer coefficients (i.e. 𝑎𝑖𝑗) that are randomly selected from (𝐹𝑞).  

 

3.1.2 Phase II: Polynomial Pre-Distribution 

          Due to the random distribution of the sensor nodes into the target area, none of them 

can know or guess which of the sensor nodes can fall within its own range. Therefore, this 

phase focuses on the preparation of the desired sensor nodes keying information and 

distribute this keying information to them before the deployment of the sensor nodes to 

keep it secret from the adversary. This pre-loaded information is used later by the sensor 

( 1) ( 1)

0 ( 1)1 1( 1) 0

, 0

( , )  ...
t

i j t t t t

ij t t t t

i j

f x y a x y a x a x y a xy a y 

 



       (2) 
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nodes to generate shared keys in order to establish secure communication links between 

each other. Computing shared keys enable the sensor nodes to identify the authenticity of 

the neighboring nodes, hence protecting the transmitted data from any adversary. This 

phase begins when the base station starts generating bivariate polynomials from the 

polynomial pool until the sensor nodes become ready to receive their keying information, 

as follows: 

Step 1:  Select a set of bivariate symmetric polynomials of the polynomial pool to 

construct a symmetric matrix of (N × N) dimension, where (N) is the 

number of the sensor nodes in the network. Figure 3.2 shows a (3x3) 

symmetric polynomial matrix over a finite field of order (216).  

 

 

 

 

Step 2: Divide the symmetric matrix into (4) blocks of the same size of (𝑟 × 𝑟)  

dimension, Where (𝑟 =
𝑁

2
).  

Step 3:  Apply the BLU algorithm that is presented in (Pathan, Dai and Hong, 2006) 

to the matrix blocks in step 2 to produce the (BL) and (BU) matrices. The 

matrix blocks can be written as follows:  

 

Figure 3.2: Example of Polynomial Matrix over a Finite Field of Order (2
16

) 
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11 11 11

12 11 12

21 21 11

22 21 12 22 22

 * 

 * 

 * 

 *  * 

A BL BU

A BL BU

A BL BU

A BL BU BL BU







 

 

 

      

          Where the blocks (𝐵𝐿12) and (𝐵𝑈21) are equal to (0), the diagonal 

elements of the blocks (𝐵𝐿11) and  (𝐵𝐿22) are equal to (1). Figure 3.3 illustrates 

how the BLU algorithm works assuming that there is a 4 × 4 symmetric matrix, 

where 𝑟 = 2 and 𝑁 = 4, then,  

 

                 Figure 3.3: (4×4) Symmetric Matrix 

 

Step 4: Re-build the last block (𝐴22) by multiplying the blocks (B𝐿21) by (𝐵𝑈12) to 

reduce the amount of information that can be distributed to the second half 

of the sensor nodes and at the same time to link the first half of the sensor 

nodes with the second half of them. So the last block can be written as 

shown in Equation (3). 

           

 

                               22 21 12  *  A BL B U            (3) 
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         Step 5:  Select the first block (𝐴11) and the last block (𝐴22) of the matrix and distribute 

the (BL) and (BU) matrices elements of them to the sensor nodes because 

they are symmetric. The other blocks (𝐴12 𝑎𝑛𝑑 𝐴21) are not symmetric but 

each one of them represents the transpose of the other block, such that 

𝐴12 = (𝐴21)𝑇and vices versa as shown in Figure 3.4. So, the blocks 

(𝐴12 𝑎𝑛𝑑 𝐴21) are used as shared blocks between the first and the last block.  

 

                           Figure 3.4: The Transpose of The Matrix (A) 

           

          The distribution of the (BL) and (BU) elements to the sensor nodes is done through 

two important steps:   

Step 1: Select one row of (BL) matrix and one column of (BU) matrix, such that if 

the row (i) of (BL) is distributed to sensor node (i), then the column (i) of 

(BU) must be distributed to node (i) as well to calculate the same shared 

key. Each sensor node calculates the shared key based on the other sensor 

nodes rows. Figure 3.5  illustrates why each sensor node must receive the 
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same order of the row and the column and how the communication nodes 

can obtain the same key locally. 

 

 

              Figure 3.5: Calculate The Shared Key 

 

 

 

 

 

                      Suppose that there are two sensor nodes, the first one takes the first row from 

BLr1 (1, 0, 0) and the first column from BUc1 (1, 0, 0). The second sensor takes the 

second row from BLr2 (2, 1, 0) and the second column from BUc2 (2, 3, 0). When 

they exchange their rows they can obtain the same key 𝑎12 = 𝑎21, where 𝑎12 = 1 ∗

2 + 0 ∗ 3 + 0 ∗ 0 = 2,  𝑎21 = 2 ∗ 1 + 1 ∗ 0 + 0 ∗ 0 = 2. 

Step 2:  The polynomials are distributed to the sensor nodes as shared polynomials, 

such that for each sensor node the base station replaces the bivariate 

𝑡 −degree polynomials 𝑓(𝑥, 𝑦) by univariate 𝑡 − degree polynomials by 

computing 𝑓(𝑖, 𝑦), where (𝑖 = 1, 2, … , 𝑁)  are considered as the IDs of 

the sensor nodes. 
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3.1.3 Phase III: Secret Key Derivation 

          Up to this stage, the sensor nodes are deployed into their field and equipped with the 

needed information to establish a secure communication with the neighboring sensor 

nodes. To illustrate the process, suppose that there are two sensor nodes want to 

communicate with each other, the first node is (𝑁𝑎) contains the row (𝐵𝐿𝑖), the column 

(𝐵𝑈i) and ID (𝐼𝑎). The second node is (𝑁𝑏) has the row (𝐵𝐿𝑗), the column (𝐵𝑈𝑗) and ID 

(𝐼𝑏), they can exchange their information as illustrated in Figure 3.6. 

 

            Figure 3.6: Exchange The Keying Information Between The Sensors Using DH 

Algorithm  (Dai And Xu, 2010) 
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          To exchange the secret keying information between the sensor node (𝑁𝑎) and the 

sensor node (𝑁𝑏), the DH protocol is used. So the derivation process of the shared key (i.e. 

polynomial) is performed as follows:   

1) First, the sensor node (𝑁𝑎) broadcasts its own ID (𝐼𝑎) to its neighbors in its 

range. Let the sensor node (𝑁𝑏) is one of its neighboring nodes. After receiving 

the ID of node (𝑁𝑎), node (𝑁𝑏) sends an acknowledgment message to node (𝑁𝑎) 

to tell it that it has received its message and it is ready to establish a secure 

communication with it. 

2) The node (𝑁𝑎) sends its row (𝐵𝐿𝑖) to the sensor node (𝑁𝑏). Then node (𝑁𝑏) 

evaluates the shared polynomials as 𝑓(𝐼𝑏 , 𝐼𝑎) using the ID of the node (𝑁𝑎) and 

its own ID. After that, its multiply its column (BUj) by the received row to obtain 

a secret key as follows: 

 

 

3) Node (Nb) sends its row (BLj) with its ID to the sensor node (Na). 

4) Node (𝑁𝑎) evaluates the shared polynomials as 𝑓(𝐼𝑎, 𝐼𝑏) using the ID of the node 

(𝑁𝑏) and its own ID. After that, its multiply its column (𝐵𝑈𝑖) by the received row 

to obtain a secret key as follows: 

 

 

 

 

 

 

i jBL *  BU   ijB  (4) 

 

j i ji BL *  BU  B  (5) 
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5) The sensor (Na) sends the (Nb) ID (Ib) to (Nb) encrypted using the secret 

polynomial (Bji).  

6) The node (𝑁𝑏) uses the polynomial (𝐵𝑗𝑖) to decrypt (𝐼𝑏) that was sent from the 

sensor node (𝑁𝑎). If (𝐼𝑏) is decrypted, then the sensor nodes (𝑁𝑎) and (𝑁𝑏) are 

having the same polynomial and authenticated to each other.    

7) Node (𝑁𝑏) uses the (𝐵𝑖𝑗) polynomial to generate the message authentication code 

(MAC). It sends a key confirmation message encrypted using the (𝐵𝑖𝑗) to show 

that it has the same polynomial and it agrees with node (𝑁𝑎) and 

𝑀𝐴𝐶 (𝐵𝑖𝑗, 𝐼𝑏|| 𝐶𝐿𝑅) to the node (𝑁𝑎), where the message parameter of the MAC 

function combines the ID of the node (𝑁𝑏) with the confirmation message (CLR) 

using the bitwise concatenation operator (||). Now both the nodes could generate 

a shared polynomial (𝐵𝑖𝑗 =  𝐵𝑗𝑖), and achieve node-to-node mutual authentication 

between each other.  

          Several symmetric encryption algorithms existed in the literature that can 

be used in WSN such as the Advanced Encryption Standard (AES) that was 

published by the National Institute of Standards and Technology (NIST) in 2000 

and RC5 block cipher algorithm that is presented in (Menezes, Van Oorschot and 

Vanstone, 1996). However, these algorithms cannot be implemented using any 

hardware or software due to the key size, where the AES key must be at least 

(128) bits. In addition to that, the proposed approach does not focus on how to 

encrypt or authenticate the transmitted messages, it focuses on the keys that are 

used for both the encryption and the authentication process and how to keep 

these keys secure from the adversary as much as possible. Therefore, the 
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proposed approach is based on a simple encryption algorithm that is presented in 

(Ursell, 2017). This algorithm is fast, the key size in this algorithm is less than 

(32) bits, it includes two functions; (1) Encoder function which is used to encrypt 

the plaintext, and the (2) Decoder function which is used to decrypt the cipher.    

 

3.2 Evaluation Plan 

          The sensor nodes in the WSN suffer from the limited resources like the limited 

memory, limited energy, and the limited communication range. The key management 

scheme that is proposed in this thesis will be evaluated from different aspects according to 

the limitations of the sensor nodes. Each aspect will be represented by generating an 

equation using different formulas and rules of the probability theorems. To prove the 

efficiency of the proposed approach and to prove that it could make a great enhancement 

compared to the existing approaches from different aspects, the proposed approach will be 

compared to some of the existing approaches as shown in Table 3.1. 
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Table 3.1: The Comparison Plan 

Limited 

Resource 
   Related Work                    Reason to use 

T
h

e 
M

em
o
ry

-O
v
er

h
ea

d
 

(Dai and Xu, 2010) 

 Reduces the network-wide memory overhead 

by using an efficient encoding mechanism. 

 Limits the number of polynomials that are 

required in each sensor node in order to 

establish secure communication with the 

neighboring nodes. 

(Harn and Hsu, 2015) 

 Limits the storage space of each sensor node 

to have only 𝑚(𝑡 + 1) coefficients, where 

(𝑚) is the number of sensor nodes.  

T
h

e 
N

et
w

o
rk

 C
o
n

n
ec

ti
v

it
y

 

(Mu and Li, 2014) 
 Distributes (𝑚) keys to the sensor nodes 

randomly.  

(Zhang, Li and Li, 2018) 

 Distributes a set of shared polynomials and  

shared keys to the sensor nodes randomly in 

order to increase the network connectivity. 

(Dai and Xu, 2010) 

 The approach used LU-Decomposition 

method that is similar to the BLU-

Decomposition method that is used in the 

proposed approach.  

T
h

e 
R

es
il

ie
n

ce
 A

g
a
in

st
 

N
o
d

e 
C

a
p

tu
re

 

(Zhang et al., 2016) 

 Forms between the polynomial pool and the 

keys pool which forces the adversary to crack 

both the polynomials coefficients and the keys 

simultaneously.  

(Dai and Xu, 2010) 

 Merges between the LU-Decomposition 

method and the Polynomial-Based Key Pre-

Distribution scheme like the proposed 

approach. 

The Energy 

Consumption 

(Communication 

cost ) 

(Dai and Xu, 2010) 

 The amount of transmitted keying information 

between the communicated nodes is limited to 

the number of sensor nodes in the network.  
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           The evaluation of the memory overhead of the proposed approach based on two 

parts; (1) estimating needed storage space of each sensor node to store the pre-loaded 

information before and after applying an efficient encoding mechanism, and (2) the 

communication cost effect on the energy consumption of the proposed approach. The 

security analysis of the  proposed approach will not only focus on the resilience against 

node capture, but it will also analyze the security performance in two additional terms; (1) 

the number of messages the adversary needs to intercept in order to break the proposed 

approach, and (2) the number of Sybil nodes the adversary needs to plant in the WSN to 

break the entire network. 

 

3.3   Measurement; Formulas and Rules  

           As mentioned in the previous section, the evaluation of the proposed approach based 

on generating different equations. These equations will be compared to other equations that 

belong to other approaches in order to prove the efficiency of the proposed approach. This 

section shows the probabilities and theories that will be used to generate the desired 

equations to evaluate the performance of the proposed approach. The main rules and 

theorems that are used in the evaluation process are:            

1) The summation notation. This method is used to find the summation of (𝑛) terms as 

presented in (Hammack, 2013). The formula of this method is: 

1 2

1

  
n

i n

i

a a a a


    
 

(6) 
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Where:  

      :n The number of terms, : i The index of the summation, :ia  The ith term of the 

summation, 1: The lower bound of the summation,  and 𝑛:  The upper 

bound of the summation.  

2) The Law of Complementary Events in Equation (7) represented in (Sahoo, 2013) is 

used to find all the possible outcomes that are not in a specific event.  

 

Where:  

      (𝐴): The event. 

      (𝐴𝑐): The complement of the event (𝐴).  

3) The factorial rule in Equation (8) as presented in (Hammack, 2013) is used to find  

the number of different ways to arrange (n) objects, where (n) is a non-negative 

integer.  

 

4) The combination rule in Equation (9) is used to find the number of ways of selecting 

(𝑟) objects from given (𝑛) objects without interest to the order of the objects. 

(Guichard, 2016).   

                    1cP A P A    

(7) 

!n  (8) 

                                                                  
 

!

!* !

n n

r n r r

 
 

 
         

 
(9) 
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5) Equation (10) represents the number of ways of dividing (𝑛) distinct objects into 

(𝑟) groups, and each group has (𝑚) objects. This rule is called the combination rule 

with groups, where the number of the different ways of selecting objects regardless 

of the selection order is:  

6) The probability of an event rule in Equation (11) is used to count the number of 

times a specific outcome can occurr compared to all possible outcomes (Sahoo, 

2013). For example, the die has (6) possible sides (i.e. 1, 2, 3, 4, 5, 6), the number 

of times the number six can appear is (
1

6
) because there is only one (6) on the die 

and there are six possible outcomes.  

 

7) The conditional probability in Equation (12) is used to calculate the probability of 

the event (A) under the condition that the event (B) has occurred. (Sahoo, 2013). 

 

 

                                                                  
 
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                                             
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8) The Theorem of total probability in Equation (13) is used to calculate the 

probability of the event (B) of a sample space generated by a set of events 

( : 1,2,..., ).nA n n  (L Hong, 2015). The formula of this rule is:   

Where: 

       ,  1,  2,...,  :nA n n  It is a finite partition of a sample space, each event nA  is a  

       measurable event.  

 

9) The Multiplication rule in Equation (14) represents the probability that two events 

(𝐴)𝑎𝑛𝑑 (𝐵) can occur at the same time, where (A) and (B) belong to the same 

sample space. (Guichard, 2016).  

 

10)  The Additive rule in Equation (15) represents the probability that one of the two 

events (𝐴) 𝑜𝑟 (𝐵) can occur at the same time, where (A) and (B) belong to the 

same sample space. (Guichard, 2016).  

 

 

 

                                                       
1

Pr Pr ( | )
n
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i
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(13) 
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11)  The chain of events rule in Equation (16) is used to calculate the probability that 

three events (𝐴, 𝐵, 𝑎𝑛𝑑 𝐶) can occur at the same time, where (𝐴, 𝐵, 𝑎𝑛𝑑 𝐶) 

belong to the same sample space. (Movellan, 2008).  

 

 

 

12)  Equation (17) represents the most important rule that is used to calculate the 

resilience aspect of the proposed approach. This rule is called the Cumulative 

Binomial Distribution Theorem. It is used to calculate the probability of getting 

exactly (𝑘) successes in (𝑛) independent trials. (Guichard, 2016). 

 

Where: 

          𝑘:  The number of successes. 

   𝑛:  The number of independent trials. 

   𝑛 − 𝑘: The number of failures.  

(𝑛
𝑘

): The binomial coefficient. It is the number of ways of distributing (𝑘) 

successes in a sequence of (𝑛) trials.     

𝑥: The probability of success of an event. 

 𝑎: The probability of failure of an event. 

                                        ( )* ( | )* ( | , )P A B C P A P B A P C A B            

 

(16) 

                                           
0

n
n k n k

k

n
x a x a

k





 
   

 
          

 

(17) 
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          Table 3.2 summarizes the previous probabilities and theories in term of its name and 

a brief of its description. 

Table 3.2: List of The Formulas 

The Formula   Its Name Its Description 

1 2

1

 
n

i n

i

a a a a


    

 

Sigma Notation 

(i.e. Summation 

Notation). 

 

The sum of (𝑛) terms, 

where (𝑖) is the index of 

the summation, (𝑎𝑖) is 

the ith term of the 

summation. 

 

 

   1cP A P A   

 

The Law of 

Complementary 

Events. 

Means all the possible 

outcomes that are not in 

(𝐴). 
 

!n  

 

The factorial 

Rule. 

The number of ways to 

arrange (𝑛) distinct 

objects.  

 
!

!* !

n n

r n r r

 
 

 
  

 

The 

combination 

Rule. 

 

Selecting (𝑟) objects 

from given (𝑛) objects.  

 

 

!

, !
r

n n

r m m

 
 

 
  

 

Combinations 

with groups . 

The number of ways to 

divide (𝑛) distinct 

objects into (𝑟) groups 

and each group has (𝑚) 

objects.  

 

 
       

   
       

The number of wanted outcome
pr A

The number of possible outcomes
   

The probability 

of an Event 

How many times an 

outcome (𝐴) can occur 

compared to all possible 

outcomes. 

 
 

 
 |  ,    0

P A B
P A B P B

P B


    

The conditional 

Probability. 

The conditional 

probability of the event 

(𝐴) under the condition 

that the event (𝐵) has 

occurred.  

 

   
1

Pr Pr ( | )
n

i i

i

B A pr B A


   
Theorem of total 

probability. 

The probability of event 
(𝐵) of a union of a set of 

events (𝐴1,…𝐴𝑛).  

 

     * |P A B P A P B A    The 

multiplication 

Rule. 

The probability that two 

events (𝐴) 𝑎𝑛𝑑 (𝐵) can 

occur at the same time. 
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       P A B P A P B P A B       The additive 

Rule. 

The probability to occur 

one of two events 

(𝐴) 𝑜𝑟 (𝐵).  

 

  ( )* ( | )* ( | , )P A B C P A P B A P C A B     The chain of 

Events Rule. 

The probability that three 

events (𝐴, 𝐵, 𝑎𝑛𝑑 𝐶) 

can occur at the same 

time. 

 
0

n
n k n k

k

n
x a x a

k





 
   

 
   

The cumulative 

Binomial 

Distribution 

Theorem. 

The probability of 

getting exactly 

(𝑘) successes in 

(𝑛) independent trials.  
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Chapter Four 

Research Implementation 

 

          In this chapter, the implementation of the methodology of the proposed approach is 

explained and provided in its details. The proposed key management scheme is 

implemented using the MATLAB software as well as simulating the WSN environment. 

The simulation of the WSN environment is based on the random distribution of the sensor 

and the Sybil nodes to a virtual area representing the WSN as well as implementing its 

communication range, and its main functions (i.e. send and receive). The MATLAB 

software contains tools that provide a direct implementation of math rules (Kadry, 2014), 

and therefore it is the most appropriate tool that can be used in our study to program the 

proposed approach and simulate the resulting equations to evaluate the performance of the 

proposed approach.    

          The proposed approach has been applied to the simulation of the WSN to ensure that 

each phase in the proposed approach works correctly with the help of the proposed 

mathematical functions. 

 

4.1 Research Phases 

          The proposed key management scheme goes through three main phases, and each of 

these phases consists of several steps. Most of the proposed approach steps are based upon 

the mathematical rules to generate the shared keys between the neighboring nodes, while 
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other steps in this approach require the neighboring nodes to communicate with each other 

to transfer the keying information. The following three subsections illustrate and explain 

the implementation of these three phases and the steps of each phase. 

 

4.1.1   Phase I: Generating a Large Polynomial Pool 

          The proposed key management scheme can operate in two modes; the offline mode 

by the setup server (Base station) and the online mode by the sensor nodes. Initially, the 

setup server initializes the keying information that is needed to create a symmetric matrix 

of symmetric polynomials. For this purpose, the poly_gene function was developed to 

generate a large pool of bivariate symmetric polynomials of degree (𝑡) by using the format 

given in (Equation 2, ch3) (Zhang et al., 2016).  

 

 

           The poly_gene function is called by the setup server during the initialization phase 

(offline mode). It receives three input parameters; (q) is the order of the finite field (𝐹𝑞), (x) 

and (y) are the variables of the polynomials. The output of this function is a pool of 

bivariate symmetric polynomials with coefficients in the field (𝐹𝑞), each polynomial with 

two variables (x, y). The flowchart in Figure 4.1 shows the main steps of the poly_gene 

function.  

 

function [P] = poly_gene (q, x, y) 



www.manaraa.com

 

53 
 

 

                  Figure 4.1: The poly_gene Function Flowchart 

 

Algorithm (1) shows the pseudocode to implement the poly_gene function.  

Algorithm 1: Polynomial Pool Creation 
Input: q, x, y. 

Output: a pool of bivariate symmetric polynomials.   

%  The degrees of the variables    

 
[1, ];                  

[1, ];                 

i q

j q




                  

size ( );a q                                              % Create a matrix to store the coefficients of the 

polynomials  

poly_pool  zeros (size (2 ))q             % Create a matrix to store the generated polynomials 

k 1                                                    % The matrix index 

For k to 2𝑞 do 
 
 
 

1;

1;

i

j




  

 
 

( ) ( ( ))

( ) ( ( ))

poly_pool (k) ( ) ( ) ( ( )) ... 

                           + ( ) ( ) ( ( ))

q q i j q i j

q q i j q i j

a q x a q i x y a q i x y

a q y a q i y x a q i y x

   

   

       

     
 

 

1;k k    

End for 

Return poly_pool 
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           At the end of this phase, a pool of bivariate symmetric polynomials over a finite 

field becomes available. The elements of the finite field of a specific order are constant, 

such that,  3 0,1,2F  and  4 0,1,2,3 .F   Therefore, the order of the finite field is chosen 

to be larger than the network size (i.e. the number of the sensor nodes). In addition to that, 

not all the generated polynomials in this pool will be taken, but only a subset of them will 

be taken. This pool is generated only to make it difficult for the adversary to guess the 

correct polynomials that would be selected to be distributed to the sensor nodes. The 

process of selecting a sample of polynomials of the polynomial pool and how these 

polynomials are distributed to the sensor nodes before the deployment is illustrated and 

explained in the next section. 

 

4.1.2 Phase II: Polynomial Pre-Distribution 

          This phase focuses on the creation of a symmetric matrix of the polynomial pool by 

the setup server. This phase contains five steps; starts when the setup server starts selecting 

a sample of polynomials of the polynomial pool and finishes when the sensor nodes are 

distributed to the target area with their keying information. Therefore, several functions 

were developed and used to perform this phase. Three main functions were developed in 

this phase to perform the required steps as follows:  

1) A function to select randomly a set of polynomials of the polynomial pool, then it 

creates a symmetric matrix from the selected polynomials. 
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               The create_sym_matrix function of type double receives two parameters; the 

polynomial pool (P) that is generated by the poly_gene function, and the number of 

the sensor nodes (N). It uses two built-in functions; datasample and toeplitz 

functions. The datasample function is responsible for selecting a sample of the 

polynomial pool, it receives three parameters; the first parameter (P) represents the 

polynomial pool, the second and the third parameters (N, N) represent the 

dimensions of the generated sample which is equal to the number of the sensor 

nodes (N). The toeplitz function is responsible for creating a matrix from the 

selected sample (i.e. the output of the datasample function). Then the 

create_sym_matrix function converts the matrix resulted from the toeplitz 

function to a symmetric matrix with the dimensions of (𝑁 × 𝑁). The output of this 

function is a symmetric matrix contains a set of bivariate symmetric polynomials, 

each of them has the format of ( Equation 2, ch3). The flowchart in Figure 4.2 

shows the main steps of the create-sym-matrix function. 

function [A] = create_sym_matrix(P,N); 
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Figure 4.2: The create_sym_matrix Function Flowchart 

 

 Algorithm (2) shows the Pseudocode of the create_sym_matrix function.  

 

   

 

 

2) Another function is developed to divide the created matrix four blocks of the same 

size and to find the (BL) and (BU) matrices of the matrix blocks.  

 

 

 

          The BLU function of type double receives tow parameters; the symmetric 

matrix (A) that is generated by calling the create_sym_matrix function, and the 

dimensions of the blocks (r). The BLU function uses a built-in function called 

Algorithm 2: Symmetric matrix creation 

Input: P, N. 

Output: Symmetric matrix of dimensions (N × N). 

 ds datasample P, N, N ;              % select a sample of the polynomial pool.  

 A toeplitz ds ;                               % Create a matrix from the selected sample. 

Converts the matrix A to a symmetric matrix 

Return  A 

function[BL,BU]= BLU(A,r) 
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mat2cell. The mat2cell  function receives three parameters; the first one represents 

the matrix (A), the second and the third parameters represent dimensions of the 

blocks (r). The mat2cell function is used to divide the passed matrix into four 

blocks of (r × r) dimension each, where ( r ≈
n

2
). After that, the BLU function 

decomposes the divided matrix into two matrices; the (BL) and (BU) for each 

block, as illustrated in Figure 4.3. Finally, this function rebuilds the last block ( 22A ) 

of the matrix to reduce the number of distributed elements to the second half of the 

nodes by multiplying 21 12(BL  by  BU ).  

          The BLU function finishes when the passed matrix (A) is divided into blocks 

of size ( )r r each, and each block is decomposed into two matrices (BL) and 

(BU). Although each block of this matrix is manipulated as a separated matrix 

which contains different elements (i.e. polynomials), they are still related to each 

other and each node can establish shared keys with the neighboring nodes 

regardless if they are from the same block or from different blocks. This is the main 

advantage of the BLU-Decomposition method that is used in the proposed 

approach. Figure 4.3 illustrates the formation flow for the BLU function. 
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Figure 4.3: The BLU Function Flowchart 

 

Algorithm (3) shows the pseudocode to implement the BLU function.  

                

Algorithm 3: Divide and Decompose The Matrix 

Input: A, r 

Output: generate BL and BU of matrix A 

L zeros (size (A));                                           % create a matrix to store BL elements of matrix 

A 

U zeros (size (A));                                          % create a matrix to store BU elements of matrix 

A 

C mat2cell (A, [r, r], [r, r]);                            % Divide the matrix A into blocks of size (r r)  

BL mat2cell (L, [r, r], [r, r]);                          % Divide the matrix L into blocks of size (r r)  

BU mat2cell (U,[r, r], [r, r]);                          % Divide the matrix U into blocks of size (r r)  

[BL{1,1}, BU{1,1}] Decompose (C{1,1});     % Decompose the first block of the matrix

1BU{1,2} BL{1,1} *C{1,2};   

1BL{2,1} C{2,1}*BU{1,1} ;  

[BL{2,2}, BU{2,2}] Decompose (C{2,2});      % Decompose the last block of the matrix 

C{2,2} BL{2,1}*BU{1,2};                                % Re-build the last block 

Return BL, BU 
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3) Finally, a function is needed to distribute the elements of the (BL) and (BU) 

matrices to the sensor nodes before distributing them to the target area. This 

function is called dist-BLU-elements. 

 

         

 

                 The dist_BLU_elements function receives four parameters; The outputs of the 

BLU function (i.e. (BL) and (BU) matrices), the number of sensor nodes (N), and the 

(ID) parameter. The (BL) and the (BU) parameters contain the elements (i.e. 

polynomials) that will be distributed to the sensor nodes. The (ID) is an array includes 

the IDs of the sensor nodes, where (the IDs 1,  2,...,  ).N This function is responsible 

for distributing the matrices elements to the sensor nodes, such that the first half of the 

nodes receives the BL{1, 1} and BU{1, 1}matrices elements while the second group 

receives the BL{2, 1} and BU{1, 2}elements. The flowchart in Figure 4.4 Show the 

main steps of the implementation of the dist_BLU_elements function.  

function dist-BLU-elements(BL, BU, ID, N) 
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Figure 4.4: The dist_BLU_elements Function Flowchart  

 

    Algorithm (4) shows the Pseudocode of the dist-BLU-elements function. 

 

               This phase finishes when the sensor nodes are distributed to the target area and 

each sensor node has its own keying information to establish its shared keys with the 

neighboring nodes. The next section illustrates the third phase of the proposed 

approach in terms of how the neighboring nodes communicate with each other and 

how they transfer their keying information to establish their shared keys. 

Algorithm 4: Distribute matrices elements 
 

Input: BL, BU, ID, N 

Output: Each sensor node has one row and one column. 

 For  i=1 to N do 

  ( );x ID i   

 BL (i, :) f x, y ;           %  Evaluate the ith row polynomials in BL using ID (i). 

 BU (:, i) f x, y ;          %  Evaluate the ith column polynomials in BU using ID (i). 

Assign BL( i , : ) and BU(: , i) to node (i);     

i i+1 ;   

 End for 
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4.1.3 Phase III: Secret Key Derivation 

          This phase starts when the sensor nodes are distributed to the targeted area and 

equipped with the desired keying information. The following function was developed to 

distribute the sensor nodes and the Sybil nodes randomly into the simulated area.  

 

          The distribute function requires three parameters; the number of sensor nodes 

(SEN), the number of the Sybil nodes (SYN), and the communication range (R). This 

function returns two matrices; the first matrix contains all sensor nodes in the network and 

the neighboring nodes for each sensor node (Sensor_neighbors). The second matrix is for 

the Sybil nodes, where it contains all Sybil nodes in the network and the neighboring 

legitimate nodes for each Sybil node (Sybil_neighbors). This function is responsible for 

distributing the sensor nodes and the Sybil nodes into the simulated area and examines the 

neighboring nodes for each Sybil and sensor node by calculating the Euclidean distance 

between the nodes and comparing the results of the calculations with the communication 

range (R).  Algorithm (5) shows the pseudocode of the distribute function.  

 

 

 

 

function[sensor_neighbors,Sybil_neighbors]=distribute(SEN,SYN,R) 



www.manaraa.com

 

62 
 

Algorithm 5: Simulate WSN environment 
 

Input: SEN,  SYN, R 

Output: Simulate the WSN environment.  

 _ size SEN ;      sensor neighbors   % Create a matrix for sensor nodes neighbors of size 

SEN. 

 _ size SYN ;    Sybil neighbors      % Create a matrix for Sybil nodes neighbors of size SYN. 

SN Zeros (SEN) ;                               % Create a matrix for Sensor nodes. 

SY Zeros (SYN) ;                              % Create a matrix for Sybil nodes. 

For  i=1 to SEN do 

% dimensions of sensor node (i)    

 

 

Randomly determine x coordinate of SN i ;

Randomly determine y coordinate of SN i ;
         

i  i +1 ;   

End for 

For  i=1 to SYN do 

% dimensions of Sybil node (i) 

 

 

Randomly determine x coordinate of SY i ;

Randomly determine y coordinate of SY i ;
        

 i  i +1 ;  

End for 

For  i=1 to SEN do 

    For j=2 to SEN do 

      Calculate the Euclidean distance between node i and node j; 

       If (distance between node i and node j <=  R) 

 _ i, j 1;sensor neighbors          % set a link between node i and node j 

       End if 

      else if (distance between node i and node j > R) 

   _ i, j 0;sensor neighbors     

      End if 

j  j +1 ;  

    End for 

i  i +1 ;  

End for 

For  i=1 to SYN do 
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   For j=2 to SYN do 

    Calculate the Euclidean distance between node i and Sybil node j 

     If (distance between node i and Sybil node j <=  R)      

 _ i, j 1;Sybil neighbors        % set a possible link between node i and Sybil node j 

     End if 

    else if (distance between node i and Sybil node j > R)   

 _ i, j  0;Sybil neighbors    

    End if 

j  j +1 ;  

   End for 

i  i +1 ;  

End for 

Distribute the sensor nodes and the Sybil nodes into the simulated area;  

Return Sensor_neighbors, Sybil_neighbors; 
 

         In this phase, the neighboring sensor nodes start communicating with each other in 

order to generate the shared keys. In the proposed approach, the communication process 

between the sensor nodes includes three main functions; Send, Receive, and Broadcast 

function, where the key derivation process depends on the keying information that is 

exchanged between the neighboring nodes.  

          The communication process between the sensor nodes goes through two important 

steps: acquaintance and information transfer steps. In the acquaintance step, each node just 

tries to open a communication with its neighboring nodes (Sybil node and sensor nodes). In 

the information transfer step, the communicating nodes start to transfer their keying 

information to establish their shared keys. Each step has its own functions. The main 

functions that are used in these steps are: 

1) The broadcast function is the first function that is used by the sensor nodes in the 

proposed approach. After the sensor nodes are distributed to the target area, they 

start broadcasting their own IDs to discover their neighbors.  
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          The broadcast function is used in the first step of the communication process  

with two parameters; the first parameter represents the ID of the sender node (SID), 

and the other parameter represents the number of the sensor nodes in the network 

(N). This function is used by each node to examine the other sensor nodes that exist 

in its communication range in the WSN. For example, if the sensor node (i) wants 

to know its neighbors and who can establish shared keys with it, it first broadcasts 

its own ID, and each node exists in its range will receive the ID of the sensor node 

(i) by calling another developed function called receive_msg. The flowchart in 

Figure 4.5 shows the main steps of the implementation of the broadcast function.  

 

 

Figure 4.5: The broadcast Function Flowchart 

 

 

function broadcast(SID, N) 
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     Algorithm (6) shows the pseudocode of the implementation of the broadcast function. 

 

 

 

 

 

 

 

 

 

2) The following two functions (receive_msg and receive_info) are developed to 

complete the communication process between the neighboring nodes. It is not 

enough for the sender nodes to send their information, because the communication 

process is completed when the other participant receives the transmission 

information.  

 

 

    

                The receive_msg function is used in the acquaintance and in the 

information transfer steps. It requires only one parameter that represents either the 

ID of the sender node or an encrypted information from the received nodes. In this 

function, the received nodes send an acknowledgment message to the sender node 

using another function called send_msg. Algorithm (7) shows the pseudocode of 

the receive_msg function. 

 

Algorithm 6: Broadcast ID 

Input: SID, N 

Output: The neighboring nodes discover each other. 

For i=1 to N do 

For j=2 to N do 

 If (node j exists in node i range) 

receive_msg (ID(j))     % Call  receive_msg function to the neighbors of node(i) 

 End if  

j  j +1 ;  

End for 

i  i +1 ;  

End for 

function receive_msg(msg) 

function receive_info(SID, row) 



www.manaraa.com

 

66 
 

 

           The receive_info function is used in the information transfer step. This function 

receives two parameters; the ID of the sender node and its row. The multiplication and the 

evaluation of the polynomials processes happen in this function. Algorithm (8) shows the 

pseudocode of the receive_info function.  

Algorithm 8: Receive the transmitted information 

Input: SID, row 

Output: Calculate shared keys between neighboring nodes or Break the connection. 

Enqueue the received message in the receive buffer. 

If (the sender and the receiver do not have  a shared key)  

Evaluate all univariate polynomials using the IDs of the receiver and the sender; 

        Apply the Dot multiplication method on the polynomials; 

        Enqueue the send buffer of the sender(receiver  id, the receiver row); 

        send_info (receiver  id, the receiver  row); 

End if  

Else if (the receiver has a key with the sender) 

Encrypt the sender ID. 

Enqueue the send buffer of the sender (encrypted id). 

send_msg (encrypted id).  

End if 
 

 

Algorithm 7: Receive message 

Input: msg 

Output: acknowledge or authenticate the transmission medium. 

Enqueue the received message in the receive buffer. 

In the broadcast step: 

          Enqueue the send buffer of the sender (acknowledgment message) 

          send_msg (acknowledgment message)       

In the information transfer step: 

     Decrypt the received message. 

     If (the receiver could decrypt the message) 

       If (decrypted ID== the receiver ID) 

Start the authentication phase between the sender and the receiver. 

       End if  

       Else if (decrypted ID!= the receiver ID) 

 Break the communication phase between the sender and the receiver. 

       End if 

    End if 
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3) The following two functions (send_msg and send_info) are developed to start 

transferring information between neighboring nodes. This function is like the 

receive  function has two formats.  

 

 

 

 

               The send_msg function is used in the broadcast step. This function is called 

by the sensor nodes who received the ID of the sender node. The message in this 

function contains an acknowledgment message from the receiver node to the sender 

node to inform the sender node that exists in its range. This function is used to 

finish the broadcast step by calling another function send_info function. The 

flowchart in Figure 4.6 shows the main steps of the  implementation of the 

send_msg  function. 

 

        Figure 4.6: The send_msg Function Flowchart 

function send_msg(msg) 

function send_info(SID, row) 
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Algorithm (9) shows the pseudocode of the send_msg function. 

Algorithm 9: Send an acknowledgment message 

Input: msg 

Output: acknowledge or authenticate the transmission medium.  

msg Dequeue the receive buffer;   

Enqueue the send buffer message (msg)   

Call receive_msg (msg). 

 

               The send_info function requires two parameters; the ID of the sender node 

and its row elements. The transmitted information in this function is the keying 

information of the communicating nodes. This function calls another developed 

function called receive_info because every send operation needs the receive 

operation to complete the communication process. The flowchart in Figure 4.7 

shows the main steps of the  implementation of the send_info  function. 

 

    Figure 4.7: The send_info Function Flowchart 
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 Algorithm (10) shows the pseudocode of send_info function. 

 

 

        The proposed approach as an algorithm receives two important parameters; the 

number of the sensor nodes (SEN) and the number of the Sybil nodes in the network (SYN) 

(i.e. the size of the network). All developed functions in the proposed algorithm depend on 

these parameters such as the distribute function which is used to distribute the sensor 

nodes and the Sybil nodes into the simulated area, the create_sym_matrix function which 

is used to create a symmetric matrix according to the number of the sensor nodes, 

dist_BLU_elements function which is used to evaluate the polynomials in both (BL) and 

(BU) matrices and distribute these polynomials to the sensor nodes before the 

deployment,…etc. As an output, it aims to provide a full connectivity between the 

neighboring nodes, where each sensor node has a shared key with all its legal neighbors. 

Algorithm (11) shows the pseudocode of implementation of the proposed algorithm. 

 

 

 

 

 

 

Algorithm 10: Send information 
 

Input: SID, row 

Output: Calculated shared keys between neighboring nodes or Break the connection.  

 the receiver ID, the receiver row Dequeue the receive buffer;   

Enqueue the send buffer (the receiver ID, the receiver row); 

Call receive_info (the receiver ID, the receiver row); 
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Algorithm 11: The proposed Algorithm  
 

Input: SEN, SYN 

Output: WSN  has a full connection.  

SEN;                              % Number of the sensor nodes 

SYN;                             % Number of the Sybil nodes 

BS 1;                     % Number of the base stations 

 (SEN);A zeros     % Create a matrix to store the selected polynomials from the polynomial 

pool  

 (  ( ));

 (  ( ));

BL zeros size A

BU zeros size A




           % Create matrices to store the results of the BLU function 

;q SEN                                     %  The order of 𝐹𝑞 should be too larger than SEN. 

 zeros (2 );qP                           % Create a matrix to store the polynomial pool 

 ( );ID zeros SEN                   % Create a matrix o store the IDs of the sensors    

% Create an array to store the sensor nodes IDS; 

For i=1 to SEN do 

 ID i i;   

i i+1;   

End for 

   _ ,  ,  ; P q x ypoly gene                                 %  Build a polynomial pool. 

   te_ _ ,  ,  ;  A P SEN SEN crea sym matrix    %  Build a symmetric matrix of polynomials  

   , ; BL BU ABLU                                           %  Apply the BLU-Decomposition to the 

matrix. 

distribute (SEN, SYN);                                                  %  Simulate the WSN environment.  

dist_BLU_elements (BL,  BU,  ID) ;          % Distribute the keying information to the 

sensors.    

% start key derivation process between the sensor nodes.                     

For i=1 to SEN do  

broadcast (ID (i)) ;  

i i+1;  

End for 

Return  WSN has a full connectivity  
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Chapter Five 

Implementation Results 

 

          In this chapter, the performance of the proposed approach has been evaluated and 

analyzed to show its effectiveness. The evaluation is based on generating different 

equations that represent the performance of the proposed approach in different sides. The 

equations were generated using different formulas and rules of probability and calculus 

theorems. The WSN environment and the generated equations were simulated using 

MATLAB software tools, the generated equations were simulated to be compared to other 

equations that represent the performance of other approaches.  

 

5.1 Simulation Environment  

          The simulation is the basic method that has been used to evaluate and analyze the 

performance of the proposed approach using the MATLAB software tool. Figure 5.1 shows 

a simulation of the wireless sensor network environment (i.e. sensor nodes, base station, 

and Sybil nodes), where the sensor nodes and the Sybil nodes have been distributed 

randomly in an area of (1000𝑚 × 1000𝑚)dimensions, and the communication range of 

the sensor nodes is assumed (200m). 
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Figure 5.1: WSN Simulation Environment 

 

          Table 5.1 shows the parameters that have been used to simulate the WSN 

environment. All the values of the parameters were constant in each experiment except the 

number of the sensor nodes and the Sybil nodes. 

             Table 5.1: WSN Simulation Parameters 

Parameter Its value 
 

Deployment Area 1000m × 1000m 

Deployment Distribution Randomly 

Number of Sensor Nodes Based on the experiment  

Number of Base Stations 1 

Number of Sybil Nodes Based on the experiment 

Position of Base Station (500, 500) 

Communication Range 200m 
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5.2 Performance Analysis  

          This subsection focuses on analyzing the performance of the proposed approach 

from different aspects such as: (1) the memory overhead, (2) the security, (3) the energy 

consumption, and (4) the network connectivity. The evaluation and the analysis are based 

on the simulation results. 

 

5.2.1 The Memory Overhead  

          Due to the random distribution of the sensor nodes in the target area as well as their 

communication range and their memory limitation, ( i.e. each node can communicate only 

with the nodes within its range), the shared keys cannot be pre-loaded to the sensor nodes 

before the deployment. Therefore, the sensor nodes are deployed into their field and 

equipped with the desired information to establish a secure communication. The pre-loaded 

information should be restricted to the limited memory in the sensor nodes. This metric 

estimates the required storage space of each sensor node to store the pre-loaded 

information. 

          The proposed approach uses two important methods: (1) the Block LU-

Decomposition algorithm, and (2) building a symmetric matrix of symmetric polynomials. 

The Block LU-Decomposition algorithm divides the matrix into four blocks of the same 

size (i.e. 
𝑁

2
 ×

𝑁

2
 ). Therefore, each node receives a half of one row from (BL) matrix and a 

half of one column from (BU) matrix, where (𝑁) is the number of sensor nodes in the 

network. The elements of these matrices are 𝑡 − degree bivariate polynomials, each 

polynomial has (𝑡 + 1) coefficients from a finite field (𝐹𝑞). Equation (18) represents the 
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storage space (i.e. number of bits) that is occupied by each one of the polynomials in each 

sensor node. 

 Where: 

𝐿: The number of bits to represent the coefficients of each polynomial. 

(𝑡 + 1): The number of the coefficients of each polynomial. 

t  : The degree of the polynomials. 

          Since each sensor node receives a half of one row from (BL) matrix and a half of 

one column from (BU) matrix and according to the storage overhead for each 

polynomial (𝑃_𝑀) that is presented in the previous equation, the memory overhead 

(𝑀) to store the keying information in each sensor node (𝑖) is given in Equation (19).  

Where: 

        𝑁: The number of the polynomials in the sensor node (i) (i.e. the number of 

sensor nodes in the network). 

          The overall memory consumption in the entire network is equal to the sum of 

memory usage in all sensor nodes. So the memory overhead of the entire network is given 

in Equation (20).                                                                                           

                                                              _ 1P M t L    (18)      

 

                                                              * 1 *iM N t L      (19) 
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         To reduce the memory overhead of the entire network, the elements of (BL) and (BU) 

matrices can be partitioned into two parts because they contain many zeros as shown in 

Figure 5.2; the first part for the non-zero elements and the second part represents the largest 

number of the zero elements in (BL) and in (BU) matrices.  

 

       Figure 5.2: 6x6 (BL) Matrix 
 

          So each node receives the non-zero elements and one value represents the largest 

number of zero elements in the (BL) and (BU) matrices. This mechanism is called the 

encoding mechanism. The new memory overhead (𝑁𝑒𝑤_𝑀𝑖) to store the keying 

information in each sensor node (𝑖) using the encoding mechanism will be as follows: 

 

                                             

 

 2

* 1 * *

      * ( 1)*

M N t L N

N t L

     

 
  (20) 

                                           _ _ 2iNew M  
i

h P M z         
(21)     
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Where: 

          ih : The number of non-zero elements in the sensor node (𝑖). 

z : The number of bits to store the largest number of zeros in zero element part in 

(BL) and in (BU) matrices.  

          The new memory overhead (𝑁𝑒𝑤_𝑀) of the entire network after using the 

encoding mechanism became as given in Equation (22).  

      Where:  

ceil: Ceiling function which rounds up the integer number to the next larger 

integer number, log2 (
𝑁

2
− 1): The largest number of zeros in the zero part in the 

row or in the column.  

         Figure 5.2 shows (BL) matrix with dimensions (6 × 6) after applying the BLU-

Decomposition method. Using the ceil function, the largest number of zeros in the blocks 

(L11, L22)  is (2), where 
6

2 1.
2

        

            The encoding mechanism focuses on reducing the number of zero elements in each 

sensor node to one value represents the largest number of zeros in (BL) matrix or in (BU) 

matrix. Equation (23) represents the network memory saving (𝑀𝑠𝑎𝑣𝑖𝑛𝑔) after applying the 

encoding mechanism. 

                

 

1

2

              _     _ 2

1   1 * 2*   log 1
2 2 2

N

i

i

New M New M zN

N N N
t L N ceil



 

       
          

       


 (22) 
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            Figure 5.3 shows the memory-wide overhead (i.e. network memory overhead) with 

and without the encoding mechanism. The experiment is performed using a different 

number of sensor nodes (i.e. [10-100]), ( 20)t  , and the value of (𝐿) is assumed one bit. 

 

 

Figure 5.3: Network Memory Overhead With Encoding and Without Encoding mechanism 

 

          From Figure 5.3, it is clear that the network memory overhead with the encoding 

mechanism is much better than network memory without the encoding mechanism which 

gives the network a chance to have a large number of sensor nodes. Table 5.2 shows a 

        2

2         * 1 1   1 2 *   log 1
2 2 2

saving

N N N
M N t L t L N ceil

       
              

       
  (23) 
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comparison between the memory overhead with and without encoding the zero elements in 

the zero element part and the results of the memory saving when ( 20)t  . 

                                                           Table 5.2: Results of Memory Saving 

𝑵 Memory required without 

encoding mechanism (bit) 

Memory required with encoding 

mechanism (bit) 

Memory 

saving (bit) 

20 0.08 ∗ 105 0.01 ∗ 105 0.07 ∗ 105 
40 0.33 ∗ 105 0.04 ∗ 105 0.28 ∗ 105 
60 0.75 ∗ 105 0.1 ∗ 105 0.65 ∗ 105 
80 1.34 ∗ 105 0.18 ∗ 105 1.16 ∗ 105 
100 2.1 ∗ 105 0.27 ∗ 105 1.82 ∗ 105 
 

 

5.2.2 Network Connectivity  

          Due to the limited communication range of the sensor nodes, not all nodes have the 

ability to establish a direct communication with the base station. So they have to keep 

transmitting their readings between each other until these readings reach the base station.  

In order to achieve that, each sensor nodes should be able to establish a secure transmission 

medium with the neighboring sensor nodes.  

          Although the proposed approach uses the BLU-Decomposition method which 

divides the original matrix into four blocks, each sensor node still has the ability to 

establish a secure communication link with the neighboring nodes. In the proposed 

approach, the matrix is divided into four sub-matrices (i.e. blocks); two of them are 

distributed to the sensor nodes while the other two blocks are used as shared blocks, such 

that the sensor nodes are divided into two groups of the same size (i.e. approximately 
𝑁

2
) 

and each group receives unique elements belonging to one of the two blocks. According to 

(Dai and Xu, 2010) if the sensor nodes have elements that belong to the same block, then 
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they can absolutely establish shared keys due to the fact that the LU-Decomposition has a 

fully connected graph. But what if they have elements belong to different blocks?. If the 

sensor nodes have elements that belong to different blocks, they can use the third and the 

fourth blocks as a shared block because each one contains the transpose of the other one. 

To illustrate the process, suppose that there are two sensor nodes from different blocks 

want to communicate with each other, the first node is (𝑁𝑎) from the first block (𝐴11) and 

it contains the row (𝐵𝐿11 (1, 0, 0)), the column (𝐵𝑈11(1, 0, 0)) and ID (𝐼𝑎). Since the 

last block is re-build by multiplying (𝐵𝐿21 𝑏𝑦 𝐵𝑈12) then, the second node is (𝑁𝑏) from 

the last block (𝐴22) has the row (𝐵𝐿21(5, 1.3333, 1.2093)), the column (𝐵𝑈21(5, 4,

−17.3333)) and ID (𝐼𝑏). After they exchanged their rows and each one multiplied its 

column by the other node’s row to generate the shared polynomial (5) as shown in Figure 

5.4.  

 

Figure 5.4: Matrix (A) After Applying The BLU-Decomposition Method 
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          The full connectivity between the sensor nods in the proposed approach allows node-

to-node mutual authentication, which limits the impact of the Sybil nodes on the network 

work. Figure 5.5 shows a scenario when a Sybil node and a legitimate node trie to 

communicate with a legitimate node. Because the Sybil node could not establish a common 

key with the legitimate node it fails to establish a communication with it. If two nodes 

cannot establish a communication between each other, then the send and the receive 

functions cannot be completed between them. On the other hand, the legitimate node could 

generate a common key with the other legitimate node. So that,  they could establish a 

communication between each other. 

 

           Figure 5.5: A Scenario of Sybil Node Attack 
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5.2.3 The Security  

          This part discusses the security aspects of the proposed approach from the following 

perspectives: (1) Resilience against node capture, (2) The number of Sybil nodes required 

to break the entire network, and (3) The required number of intercepted messages to break 

the proposed scheme. 

 

5.2.3.1   Resilience Against Node Capture 

          The sensor nodes are distributed randomly into the target area and equipped with 

secret information in order to establish their own transmission channels. However, when 

the adversary captures a node, he can discover its keying information and any other 

information that is stored in the captured node memory. The compromised nodes have the 

ability to negatively affect the non-compromised nodes if they have a direct 

communication with them or they receive random keys from the same space. In order to 

limit the impact of the compromised nodes on the transmission channels of the non-

compromised nodes, it is important to employ a key management scheme that allows each 

pair of sensor nodes to establish their own transmission channels that only depends on their 

own keying information.  

          The resilience metric measures the resistance of the key management scheme to the 

compromised nodes. In other words, it measures the extent to which the sensor nodes that 

have been compromised can affect the entire network. The LU-Decomposition method 

provides high resilience to the network because each pair of sensor nodes derive their 

shared keys based on their own information where each node receives a unique row from 
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(L) matrix and unique column from (U) matrix. The proposed approach enhances the LU-

Decomposition approach by using the BLU-Decomposition method, where it divides the 

original matrix into four blocks. This approach limits the number of elements each node 

should possess to (𝑁/2), where (𝑁) is the number of the sensor nodes in the network 

which definitely limits the impact of the compromised nodes over the non-compromised 

nodes.  

          The evaluation of the resilience of the proposed approach is done by calculating the 

fraction of compromised communication among non-compromised nodes taking into 

account there are three different blocks are used. This fraction is calculated by evaluating 

the probability of compromising the shared keys between non-compromised sensor nodes 

after (𝑥) sensor nodes have been compromised. Table 5.3 shows the list of symbols that 

were used in the resilience evaluation. 

                 Table 5.3: List of Resilience Equation Symbols 

The Symbol Its Definition 

𝑥 The number of sensor nodes that have been compromised. 

𝜔 The number of polynomials in the polynomial pool (i.e. 𝑃1, 𝑃2, … … 𝑃𝜔). 

𝜏 The number of polynomials in each sensor node ( i.e. the number of polynomials in each 

block). 

𝐶𝑋 The event that (𝑥) nodes are compromised. 

𝐾 The shared polynomial between any non-compromised nodes in the network 

𝐴𝑖: The events that the shared polynomial (𝐾) is calculated by the (𝜏) polynomials, where 

𝑖 = 1, 2, 3, … … ( 𝜔
3,𝜏

). These events are exclusive, where each pair of nodes calculates its 

shared polynomial depends on the other node’s row and its own column. 
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           Using the combination rule with groups (Guichard, 2016), and the probability of an 

event (Sahoo, 2013), the probability that the shared polynomial (𝐾) is calculated by 

any (𝜏) polynomials taking into consideration that these polynomials could belong to one 

of the matrix blocks is given in Equation (24). 

 

          Using the conditional probability theorem (Sahoo, 2013), the probability that the 

shared polynomial (𝑘) is compromised when (𝑥) nodes are compromised taking into 

account that the adversary needs to expose the events (𝐴𝑖) that are followed to calculate the 

shared polynomial is given in Equation (25). 

         

          Using the theorem of total probability (Liang Hong, 2015), Equation (25) can be 

written as follows:   

 

          Using the Chain of an Event rule (Movellan, 2008) and due to the fact that all (𝐴𝑖) 

events are equally and they have the same probability to be  broken then,  

   

                                              1 2

1
  Pr    ,  , .  

3,

K P P P 



  
 
 
 

  
(24) 

                           1 2

3,

 Pr  | ( ... | )compromised x i xK C pr A A A A C




 
 
 

       (25)      

                 

 3,

1
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i
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



  

(26) 
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                  From Equations (24, 25, 26, 27), and according to the fact that the network is 

being broken when the number of compromised nodes becomes more than (𝑡 + 1) as 

presented in (Du et al., 2005) the probability of compromising the shared 

polynomial (𝐾) using the cumulative Binomial distribution theorem is:   

 

 

5.2.3.2 The Required Number of Intercepted Messages to Break The Proposed 

Scheme 

         The scheme can be broken if the adversary is able to obtain all the pair keys in the 

network or fabricate invalid pair keys of the sensor nodes in order to communicate with the 

legitimate nodes, either by monitoring the transmission medium between the legitimate 

nodes or by compromising the legitimate nodes and use its shared keys (Yang, Al-Anbuky 

and Liu, 2014). This part of the analysis focuses on the case if the adversary is able to 

obtain the shared keys by monitoring the transmission medium because the other way (i.e. 

compromising the legitimate nodes and use its shared keys) has been considered in the 

previous part. Since the derivation of the key pairs of the sensor nodes between the 
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neighboring nodes based on the broadcast transmission of the keying information between 

the communicated nodes, the adversary has the ability to sniff this information through its 

malicious nodes (i.e. Sybil nodes) that are distributed randomly between the legitimate 

nodes.  

          The proposed approach depends on decomposing the original matrix that contains all 

the pair keys of the sensor nodes into two different matrices; (BL) and (BU) matrices, and 

each sensor node receives a unique row and column respectively from these matrices 

according to its ID.  Each shared key is calculated based on the IDs of the pair nodes, their 

transmitted rows, and their hidden columns. Meanwhile, certain information is broadcasted 

between them as messages while the others are kept secret. Therefore, to break the 

proposed approach the adversary has to know the original matrix. In other words, the 

adversary should know all the elements of (BL) and (BU) matrices and the IDs of the pair 

nodes. To illustrate this, assume that there are two nodes (𝑖) and (𝑗) have a shared key 

(𝑎𝑖𝑗 = 𝑎𝑗𝑖), this key is obtained by multiplying the other node row by the hidden column 

after evaluating all the shared polynomials using the IDs values of both nodes. Therefore, 

the adversary needs to know their hidden columns in order to obtain their shared key as 

shown in Figure 5.6. According to that, it is impossible for the adversary to break the 

proposed approach (i.e. knows all the shared keys) through intercepting the transmitted 

keying information because the adversary needs to know the elements of the (BU) matrix 

(i.e. hidden elements) even if the adversary could obtain all the (BL) matrix elements. 

Therefore, the adversary needs to compromise the sensor nodes in order to break the 

proposed approach which will be discussed in the next section. 
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Figure 5.6: Calculate a Shared Key Based on The Transmitted Rows and The Hidden 

Columns 
 

 

5.2.3.3   The Number of Sybil Nodes Required to Break The Entire Network 

          Due to the broadcast transmission of the messages between the sensor nodes, each 

Sybil node in the communication range of the sender sensor can receive all its messages, 

modify them then forward them to another node which may lead to degrade the 

performance of the network or break it (i.e. violate the privacy, integrity and the secrecy of 

the transferred data or change the topology of the network). It is challenging to identify the 

malicious nodes (Sybil nodes) because they can communicate with the legitimate nodes 

using fake identities (Debasis et al., 2017). For communication purposes, any 

communicating nodes should compute a shared key (i.e. node-to-node mutual 

authentication) which prevents the Sybil nodes from fabricating invalid pair keys.  

              As discussed in the previous section the Sybil nodes cannot guess the shared keys 

through monitoring the transmission and intercepting the messages that contain part of the 

keying information. In addition to that, the proposed approach provides full connectivity 
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between the sensor nodes which allows node-to-node mutual authentication. If the 

adversary compromises a legitimate node, he can only know all its shared keys, then he can 

intercept on the messages that are sent and received by this node only. However, the 

adversary cannot intercept the communication at the other links that are not related to the 

compromised node, because each key is unique. So the adversary should compromise a 

number of sensor nodes in order to break the network which was discussed in the resilience 

against node capture part in section (5.2.3.1).  

 

5.2.4 Energy Consumption 

          The lifetime of the wireless sensor network depends on the energy consumption 

of its sensor nodes. The sensor nodes suffer from the limited energy due to its small size. 

The energy consumption is affected by the computation and the communication. Therefore, 

in the proposed approach, the initialization phase has no communication between the 

sensor nodes, because all the computational procedures are done at the base station (i.e. 

generate a set of bivariate polynomials over a finite field (𝐹𝑞), build the symmetric matrix, 

apply the BLU- Decomposition to the matrix…etc..). As a result, the analysis of the energy 

consumption of the sensor nodes focuses on the phases after the sensor nodes are 

distributed into the target area.   

          In terms of the computational overhead, each sensor node needs to evaluate the 

polynomial using the other sensor node’s ID and multiplies its own column by the rows 

received from the other sensor nodes to calculate a shared key. The dominant 

computational procedure in the proposed approach in each sensor node is the multiplying 
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procedure. The time complexity of the addition operation can almost be ignored in 

comparison with the time complexity of the multiplication process. The addition operation 

has less time complexity compared with the time complexity of the multiplication process, 

where the time complexity of the addition operation is 𝑂(𝑁),  While the time complexity of 

multiplying two polynomials of the same size is 𝑂(𝑁2). The time complexity of the 

polynomial multiplication can be reduced to 𝑂(𝑁𝑙𝑜𝑔𝑁) depending on the multiplication 

algorithm that is used (Jia, 2017), where (𝑁) is the degree of the polynomial.  

 

 

      Figure 5.7: Polynomial Computational Cost When (a) t = 4; (b) t = 8 
 

           Figure 5.7 shows the computation overhead of the multiplication process in the sensor 

node (𝑖) depending on the number of its adjacent nodes when (t = 4, and t = 8). The 

purpose of this experiment is to show that the polynomial cost is affected by two factors; 

(a) (b) 
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the number of the adjacent nodes of the node (𝑖), and the degree of the polynomials (𝑡). 

Figure 5.7 also shows that the greater the number of adjacent nodes are, the greater the 

number of multiplications in the sensor node. In addition, it also shows that the polynomial 

costs is increased when the degree of the polynomials increases, such that, in Figure 5.7(a) 

when the degree of the polynomial was (4) and the maximum number of the adjacent nodes 

reached to (100), the polynomial cost was (800) while in Figure 5.7(b) when the degree of 

the polynomial was (8) the polynomial cost was (2400). The computational overhead of the 

proposed approach compared with the asymmetric key cryptographic-based schemes (i.e. 

public key schemes) is very low. The public key algorithms, like the RSA algorithm, are 

based on the modular exponentiation which needs around (≥ 21024) multiplications (Paar 

and Pelzl, 2010). The public key schemes are identified as NP-complete problems that 

cannot be solved in a polynomial time (Wu et al., 2015).   

          In terms of the communication consumption, the communication consumption is 

based on the amount of the transmitted data between the communicating nodes (Choi, Kim 

and Youn, 2013). In the proposed approach, the IDs of the sensor nodes and some pre-

loaded information (i.e. one row) is the only information that is transmitted between any 

two sensor nodes to establish a secure transmission channel.  

 

5.3   Results Comparison and Discussion  

          In this section, the performance of the proposed approach is compared to other 

approaches to prove its effectiveness. The comparison is based on simulating the equations 
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that are generated from the previous section and compare the obtained values with the 

values of other equations from other approaches. 

 

5.3.1 Memory Overhead 

          To prove the efficiency of the proposed approach from the memory overhead aspect,  

the memory-wide overhead of the proposed approach is compared with two approaches; 

the first one in (Dai and Xu, 2010) depends on using a pool of bivariate polynomials like 

the proposed approach while the other one in (Harn and Hsu, 2015) depends on using only 

one shared polynomial between all sensor nodes. The researchers of the first approach 

distribute bivariate 𝑡 − degree polynomials to the sensor nodes using the LU-

Decomposition method. The network-wide memory overhead of this approach is given in 

Equation (29). 

 

  Where: 

:N The number of sensor nodes in the network.   

:L The number of bits required to represent the coefficients of each polynomial.  

  ( 1) :t  The number of the coefficients in each polynomial.     

           The authors of the second approach in (Harn and Hsu, 2015) proposed a non-

interactive group key pre-distribution scheme using multivariate polynomials over a finite 

                  
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field with (𝑚 − 1) variables, where (𝑚) is the number of sensor nodes within the same 

group. The storage requirement for each polynomial in each sensor node in this approach is 

given in Equation (30). 

 

  Where: 

( 1) :t   The number of the coefficients in each polynomial. 

( 1) :m  The number of variables of each polynomial  

          Figure 5.8 shows the memory overhead comparisons between the proposed 

approach and the other two approaches that are mentioned in this part. The approach in 

(Harn and Hsu, 2015) is based on using only one polynomial with (𝑚) variables. The 

other approach in (Dai and Xu, 2010) is based on using a pool of polynomials, each 

polynomial with two variables (𝑥, 𝑦). The advantage of these approaches is that they 

limited the number of polynomials that are required in each sensor node, where the 

number of polynomials is equal to the number of the sensor nodes in the network.  In the 

experiment, the value of ( )L is assumed one bit for all approaches, the degree of the 

polynomials 𝑖𝑠 (10, 30), and the size of the network is (100) nodes. 

 

 

 

              1 * 1Harn et alM m t    
(30) 
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        Figure 5.8: Network-Wide Memory Overhead Comparisons When (a) t = 10; (b) t = 30 

 

(b) 

(a) 
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           The simulation results in Figure 5.8 shows that the proposed approach has the least 

memory overhead compared to the other two approaches, such that when the number of the 

sensor nodes exceeded (30) nodes as shown in Figuers 5.8(a)(b), the memory overhead of 

the network in the other two approaches started increasing while in the proposed approach 

the memory overhead for the network started increasing when the number of the sensor 

nodes reached to (40) nodes. This is because the other two approaches depend on pre-

distribute (𝑁) elements which is equal to the number of the sensor nodes in the network. 

While in the proposed approach each sensor node receives half of these elements (i.e. 

 
𝑁

2
  elements ) which gives an advantage to the proposed approach.  

 

5.3.2   Network Connectivity 

         The comparison in this part based on comparing the approaches that based on the idea 

of the random distribution of the keys to the sensor nodes prior to deployment and the 

approaches that based on the idea that the keys should be generated by the sensor nodes 

after the deployment. For comparison, three approaches of existing approaches have been 

used. The first approach presented in (Mu and Li, 2014). In this approach, the base station 

generates a large pool of keys then distributes (𝑚) keys to each sensor node from the key 

pool. After that, each node performs (𝜄) times hash function operation (i.e. 𝐻𝜄  
(𝐾𝑖) ) on its 

keys to generate (𝑚) new keys called derivative keys. The probability that two neighboring 

nodes can establish communication pairwise keys for a given pool size (𝑤) and with key 

ring size (𝑚) in each sensor node is given in Equation (31). 
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            The researchers in the second approach in (Zhang, Li and Li, 2018) proposed a new 

key pre-distribution mechanism based on the polynomial pool key pre-distribution and the 

random probabilistic key pre-distribution schemes. In this approach, the base station builds 

a key pool of a set of polynomial shares. Then it stores (𝑠) keys from the key pool in each 

sensor node. As each node is preloaded with (g) polynomials and (𝑠) keys, the local 

connectivity of this approach is given in Equation (32).    

  

 

 Where: 

 

𝑔: The number of polynomials selected for each sensor node. 

𝑠: The number of keys preloaded in each sensor 

𝑚: The number of polynomials in the polynomial pool. 

N: The number of sensor nodes in the WSN. 

𝑤: The storage (bits) per node in the number of keys. 
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          The third approach is the approach that is presented in (Dai and Xu, 2010). The 

authors of this approach based on the LU-Decomposition method to establish a secure 

transmission medium between the sensor nodes. This method is similar to the BLU-

Decomposition method that is used in the proposed approach.  

          Figure 5.9 shows the relation between the amount of the pre-loaded keying 

information and the network connectivity for the proposed approach and the three 

approaches that are mentioned in this part of the comparison section. The number of nodes 

is (1000) nodes and the degree of the polynomials is (19). 

 

 Figure 5.9: Network Connectivity Comparison Between The Proposed Approach and 

Existing Schemes 
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           Due to the random distribution of the keys to the sensor nodes before the 

deployment in the approaches in (Mu and Li, 2014; Zhang, Li and Li, 2018), the simulation 

results shows that when the number of pre-loaded keys increases, the network connectivity 

increases. For example, when the number of keys increased from (60 to 100) the network 

connectivity in (Mu and Li, 2014; Zhang, Li and Li, 2018) increased from (0.1 to 0.2) and 

the approach in (Mu and Li, 2014; Zhang, Li and Li, 2018) the network connectivity 

increased from (0.51 to 0.6). This increase may impact negatively on the memory space of 

the sensor nodes. While the proposed approach and the approach in (Dai and Xu, 2010) has 

100% connectivity because the shared keys are generated after the deployment and 

depending on the keying information that is preloaded to the sensor nodes.  

 

  

5.3.3   Resilience Against Node Capture  

          To evaluate the proposed approach in this part, two approaches of the related work 

were used. The first one is presented in (Zhang et al., 2016). This approach based on 

Polynomial- Based Key Pre-Distribution scheme that is presented in (Dai and Xu, 2010) 

and Basic Random Key Pre-Distribution scheme that is presented in (Eschenauer and 

Gligor, 2002), where each sensor node receives a set of  𝑡 − degree polynomials from a 

polynomial pool and another set of keys from a key pool. The distribution mechanism in 

this approach forces the adversary to crack both the polynomials coefficients and the keys 

simultaneously which gives it a high resilience. In this approach, the probability of 

compromise a secure link (i.e. Plink) is given in Equation (33). 
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Where: 

𝑃𝑘: The probability of compromising the key pool. 

𝑃𝑝: The probability of compromising the polynomial pool. 

𝑥:  The number of compromised nodes. 

𝑁: The number of polynomials in each sensor node. 

𝑛: The number of keys in each sensor node. 

𝑆𝑝: The number of polynomials in the polynomial pool. 

𝑆𝑘: The number of keys in the key pool. 

 

          The second approach is presented in (Dai and Xu, 2010). In this approach, the 

researchers merged the LU-Decomposition method with the polynomial-based key pre-

distribution scheme that is presented in (Blundo et al., 1998; Du et al., 2005) to produce a 

new key management scheme. Each sensor node receives (𝑁) 𝑡 −degree bivariate 

polynomials, where (𝑁) is the number of sensor nodes in the network. In this approach, the 

fraction of compromised network communication between non-compromised nodes after 

(𝑥) nodes have been compromised is given in Equation (34). 
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          Figure 5.10 shows the fraction of compromising a secure link between the non-

compromised sensor nodes when the adversary captures (x) sensor nodes in the proposed 

approach and the approaches in (Dai and Xu, 2010; Zhang et al., 2016). These approaches 

were used because they are similar to the proposed approach such that the first approach that 

is presented in (Zhang et al., 2016) forces the adversary to compromise two spaces in order 

to compromise a node (i.e. the key space and the polynomial space). In the second approach 

in (Dai and Xu, 2010), although the authors use one space, it has a high resilience because of 

using the LU-Decomposition method in this approach, where the sensor nodes can generate 

their shared keys based on the pre-loaded information. Therefore, the adversary needs to 

compromise a high number of sensor nodes in order to expose the space that contains the 

shared keys.  Figure 5.10 shows several experiments; when (𝑡 =  149) and when (𝑡 = 99) 

          The variable (𝑝) in Figure 5.10 represents the probability of the network connectivity 

between the sensor nodes for a network of (40000) nodes. The approach in (Zhang et al., 

2016) has been evaluated using two different values for (𝑝) (i.e. 0.97, 0.33) because the 

value of the resilience against node capture is changed according to the network connectivity 

between the sensor nodes. While in the proposed approach and in the Dai and Xu scheme, 

the value of the resilience against node capture cannot be affected by the probability of the 

network connectivity because the network connectivity is 100%. So, the probability of the 
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network connectivity (𝑃) for them is assumed (1). Table 5.4 shows the list of parameters 

that were used in the previous experiments.  

          Table 5.4: List of Resilience Comparisons Parameters 

The proposed approach 

𝑡 𝜏 𝜔 N P 

99 4 10 40000 1 

149 4 10 40000 1 

Dai and Xu scheme 

𝑡 𝜏 𝜔 N p 

99 8 10 40000 1 

149 8 10 40000 1 

Zhang et al scheme 

𝑡 𝑛 𝑆𝑘 𝑆𝑝 𝑁 N p 

99 800 100000 10 8 40000 0.97 

149 1200 100000 10 8 40000 0.97 

99 5 1000 22 2 40000 0.33 

149 5 1000 22 2 40000 0.33 
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(c) 

(d) 

Figure 5.10: Resilience Comparisons Between The Proposed Approach and Other 

Approaches 
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           The simulation results in Figure 5.10 show the following facts: (1) in the proposed 

approach, the least keys (polynomials) capacity (𝑡) in each sensor node, yields lower 

probability of disclosed communication links between non-compromised nodes as shown in 

Figures 5.10(a)(d), such that, the case in which (𝑡 = 149) in Figure 5.10(a) the adversary 

needs to compromise at least (3100) nodes while in Figure 5.10(d) when (𝑡 = 99) the 

adversary needs to compromise at least (15000) nodes to start compromising the other 

nodes in the network which is suitable for the memory space of the sensor nodes. In Dai and 

Xu and Zhang et al approaches, the least keys (polynomials) capacity (𝑡) in each sensor 

node, yields higher probability of disclosed communication links between non-compromised 

nodes as shown in Figures 5.10(a)(b)(c), such that, when (𝑡 = 149) in Figure 5.10(c) the 

adversary needs to compromise at least (6100) nodes to start compromising the other nodes 

in the network. In Figure 5.10(a) when (𝑡 = 99) the adversary needs to compromise at least 

(4100) nodes to start compromising the other nodes in the network which is not suitable for 

the memory space of the sensor nodes. In Figure 5.10(b), when (𝑃 = 0.33, 𝑡 = 99) the 

adversary needs to compromise at least (900) nodes to start compromising the other nodes 

while when (𝑃 = 0.33, 𝑡 = 149) in Figure 5.10(a) the adversary needs to compromise at 

least (1499) nodes to start compromising the other nodes. So, at this point, the proposed 

approach is better than the other two approaches. The proposed approach achieves better 

performance compared to the other approaches because the adversary needs to break three 

spaces (i.e. blocks) not one space like Dai and Xu approach or two spaces like Zhang et al 

approach to start compromising the other nodes in the network. Table 5.5 shows the 

comparisons between the proposed approach and the other two approaches based on the 

polynomials capacity. 
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            Table 5.5: Comparisons Based on The Polynomials Capacity 

 

 

 

           (2) The second fact that can be concluded from Figure 5.10 is that the probability of 

the network connectivity of the proposed approach and Dai and Xu scheme does not affect 

the resilience against node capture because they have full connectivity, unlike Zhang et al 

approach. In  Zhang et al approach, the least probability of network connectivity (𝑃) 

between the sensor nodes, yields lower probability of disclosed communication links 

between non-compromised nodes as shown in Figure 5.10(b). So, the case in which (𝑝 =

0.33) is better than the case in which (𝑃 = 0.97). In Figure 5.10(b) when (𝑃 = 0.33, 𝑡 =

99) the adversary need at least to compromise (900) nodes to start compromising the other 

nodes while in Figure 5.10(b) when the probability of the network connectivity is increased 

(𝑃 = 0.97, 𝑡 = 99) the adversary needs less nodes to compromise (100) nodes to start 

compromising the other nodes. So, at this point, the Dai and Xu scheme and the proposed 

approach has better performance than Zhang and et al approach.   

 

5.3.4  Communication Overhead 

          The evaluation of the communication overhead of the proposed approach is done 

using MATLAB based simulation program of the Low-Energy Adaptive Clustering 

Hierarchy (LEACH) protocol that is presented in (Heinzelman, Chandrakasan and 

Balakrishnan, 2000). It is one of the dominant hierarchical routing protocols that is used in 

the WSN.  In the simulation, (100) sensor nodes are distributed randomly in (100 × 100) 

The Approach  𝒕 = 𝟗𝟗, Figure Number 𝒕 = 𝟏𝟒𝟗, Figure Number 

Proposed Approach 15000 (d) 3100 (a) 

Dai and Xu Approach 4100 (a) 6100 (c) 

Zhang et al Approach 
P = 0.33 P = 0.97 P = 0.33 P = 0.97 

900 (b) 100 (b) 1499 (a) 199 (b) 
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region, (5%) of them are cluster head, the base station is located in the middle (𝑖. 𝑒.  50 ×

50).  The parameters that are used in the simulation are summarized in Table 5.6.  

Table 5.6: LEACH Protocol Simulation parameters 

 

 

           

 

 

          The communication overhead is determined as follows: For transmission, the amount 

of energy that is consumed by a sensor node that wants to send (𝑘) bits of data to the other 

nodes with a distance (𝑑) is given in Equation (35).  

 

Where: 

Eelec: It is the Radio electronics energy. It is the energy that is required to run the 

transmitter or the receiver circuit, 𝜀𝑎𝑚𝑝: is the energy that is consumed by the amplifier 

device of the sender in order to transmit (𝑘) bits of data, and 𝑑: is the distance (in meter) 

between the sender and the receiver.  

The amount of energy that is consumed by the sensor node to receive (𝑘) bits of data is 

given in Equation (36).  

 

Parameter Its value 

Network dimensions 100 × 100 

Number of sensor nodes 100 nodes 

Initial energy of each sensor node 0.5 J 

Energy for data aggregation 5nJ/bit/signal 

𝐸𝑒𝑙𝑒𝑐 50nJ/bit 

𝜀𝑎𝑚𝑝 100 PJ/bit/m2 

Location of base station (50m, 50m) 

               4, * * *TX elec ampE k d E k k d      (35) 
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          Figure 5.11 shows the energy consumption of the sensor node (𝑖) when the number 

of its neighbors increases in terms of the communication overhead, where the sensor nodes 

consume about 97% from the energy when they communicate and transmit data between 

each other. In the experiment, the degree of the polynomials is set to (49), and the number 

of bits required to represent the coefficients of the polynomials is assumed (1) bit. 

 

     Figure 5.11: Comparison of The Residual Energy of The Schemes When (t = 49) and (L = 1) 

 

         For a fair comparison, the same amount of memory was used to store the keying 

information in each sensor node. In the proposed approach, the sensor nodes consume less 

energy when they communicate and exchange their keying information compared with the 

       *RX elecE k E k  (36) 

 



www.manaraa.com

 

106 
 

approach in (Dai and Xu, 2010) because the size of the elements that are transmitted 

between the sensor nodes is less. In Dai and Xu scheme, each sensor node receives (𝑁) 

elements equal to the number of the sensor nodes in the network while in the proposed 

approach, each sensor node receives (𝑁/2) elements. Generally, the energy consumption 

due to the communication is determined not only by the amount of transmitted data but 

also by the distance between the sender and the receiver node, where the far 

communicators require a high energy for transmission and receiving. 
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Chapter Six 

Conclusion and Future Work 

 

Conclusions 

           The wireless sensor networks have received much attention in the civil and military 

applications such as environmental monitoring and border protection. The working 

environments of some of these applications, such as the military applications, are hostile 

and cannot be accessed physically. Therefore, the sensor nodes are distributed randomly 

into the target area. In addition to that, the transmitted messages between the sensor nodes 

in these applications require to be secret. Therefore, the sensor nodes require a secure 

medium to transmit their secret messages.  

          In this thesis, a new key management scheme was proposed in the wireless sensor 

network to improve the resilience of the network against node capture, to reduce the 

memory overhead and the energy consumption of the sensor node and at the same time to 

keep the connectivity between the sensor nodes complete. The proposed approach based on 

the key pre-distribution protocol, the Block LU-Decomposition algorithm and the 

Polynomial-Based key pre-distribution scheme. The key pre-distribution protocol was used 

to distribute the keying information to the sensor nodes before the deployment of the sensor 

nodes to increase the resilience of the network, increase the network connectivity, and to 

decrease the memory overhead. The Polynomial-Based key pre-distribution scheme has 

been used to make it difficult for the adversary to learn the shared keys due to its t-security 

property. 
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          The main contribution of the proposed approach was the BLU-Decomposition 

algorithm. This algorithm gave the proposed approach several advantages: 

1) It allows the proposed approach using more than one space to obtain the shared 

keys for the sensor nodes which make it harder for the adversary to break the 

proposed approach.  

2) It limits the amount of the pre-distributed information to the sensor nodes 

compared to the random key pre-distribution approaches. This advantage 

reduces the memory overhead of the sensor nodes because the base station does 

not need to increase the amount of the pre-distributed information to increase 

the network connectivity. The limited amount of the pre-distributed information 

to the sensor nodes limits the amount of the transmitting information between 

them that is needed to calculate the shared keys. Since the sensor nodes 

consume 97% from the energy when they communicate and transmit data 

between them, this extra feature reduces the energy consumed by the sensor 

nodes while transmitting their keying information as compared to the other 

approaches.  

3) The shared keys were obtained based on the keying information that was pre-

distributed to the sensor nodes before the deployment of the sensor nodes in the 

field which allows the proposed approach to have full connectivity. And 

because each sensor node receives unique elements (polynomials), each shared 

key is unique. In other words, the same key cannot be repeated in more than one 

pair of nodes. Due to this advantage, the adversary failed to break the proposed 

approach while intercepting the transmitted messages between the sensor nodes 
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because these messages include part of the keying information that is desired to 

calculate the shared keys.  

          The encoding mechanism used in the proposed approach reduces the memory 

overhead of the sensor nodes. This mechanism reduces the number of zero elements that 

are distributed to the sensor nodes before the deployment to only one element representing 

the number of the zeros. In other words, each node needs to receive only one element 

representing the number of zeros rather than receives (N/2) zero elements. This element 

representing the number of zero elements that are included in the (BL) and (BU) matrices. 

The encoding mechanism and the BLU-Decomposition algorithm enhanced the scalability 

of the network (i.e. the size of the network). They decreased and limited the amount of the 

keying information that should be distributed to the sensor nodes. This feature allows the 

sensor nodes to communicate with more nodes in its range which gives the network the 

ability to double the number of the sensor nodes that can be employed. 

           The MATLAB software simulation has been used in the evaluation to compare the 

results of the proposed approach with the results of other approaches. The simulation 

results show that due to the use of the BLU-Decomposition algorithm, the proposed 

approach has high resilience, low memory overhead due to the reduction in the amount of 

the pre-distributed elements to the sensor nodes, and low energy consumption compared to 

other existing schemes. In addition to that, the proposed approach could provide a full 

connectivity between the sensor nodes regardless of the number of keys which provided 

node-to-node mutual authentication. 
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Future Work 

          As a future work, it is suggested to extend the proposed approach to include the key 

revocation and renewal features.  

           The sensor nodes can die or new sensor nodes can be added to existing sensor 

nodes and distributed into the target area. Each time a sensor node dies or a new one is 

added the proposed approach has to be repeated from the beginning. This can consume 

the energy of the existing sensor nodes which may lead to break down the network 

rapidly. Therefore, it is important for the sensor nodes to have the ability to update their 

information either to communicate with new nodes or revoke their shared keys with the 

died or compromised nodes without repeating the proposed approach from the beginning. 

The key revocation and renewal features help the sensor nodes to update their information 

in each period of time without repeating the proposed approach from the beginning.  
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